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Resurgence and highest level’s connection-to-Stokes
formulæ for some linear meromorphic differential

systems p˚q

Pascal Remy (1)

ABSTRACT. — In this article, we consider a linear meromorphic dif-
ferential system with several levels. We prove that the Borel transforms
of its highest level’s reduced formal solutions are summable-resurgent and
we give the general form of all their singularities. This one is then precised
in restriction to some convenient hypotheses on the geometric configura-
tion of singular points. Next, under the same hypotheses, we state exact
formulæ to express some highest level’s Stokes multipliers of the initial
system in terms of connection constants in the Borel plane, generalizing
thus formulæ already displayed by M. Loday-Richaud and the author for
systems with a single level. As an illustration, we develop one example.

RÉSUMÉ. — Dans cet article, nous considérons un système différentiel
linéaire méromorphe à multiples niveaux. Nous démontrons que les trans-
formées de Borel de ses solutions formelles réduites de plus haut niveau
sont résurgentes-sommables et nous donnons la forme générale de toutes
leurs singularités. Celle-ci est ensuite précisée pour certaines configura-
tions géométriques des points singuliers. Pour ces mêmes configurations,
nous énonçons également des formules exactes permettant d’exprimer les
multiplicateurs de Stokes de plus haut niveau du système initial à l’aide
de constantes de connexion dans le plan de Borel, généralisant ainsi les
formules déjà données par M. Loday-Richaud et l’auteur pour les systèmes
de niveau unique. Ces formules sont illustrées par un exemple.
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1. Introduction

All along the article, we are given a positive integer r ě 1 and a linear
differential system (in short, a differential system or a system) of dimen-
sion n ě 2 with meromorphic coefficients of order r ` 1 at the origin 0 P C
of the form

xr`1 dY

dx
“ ApxqY , Apxq PMnpCtxuq, Ap0q ‰ 0. (A)

Using a finite algebraic extension x ÞÝÑ xν of the variable x with ν P N,
ν ě 1, and a meromorphic gauge transformation Y ÞÝÑ T pxqY with a suit-
able polynomial matrix T pxq in x and 1{x if needed, we can always assume
(see [5]) that system (A) admits for formal fundamental solution at 0 a
matrix rY pxq of the form rY pxq “ rF pxqxLeQp1{xq and normalized as follows:

pN1q: rF pxq PMnpCrrxssq is a formal power series in x satisfying rF pxq “
In `Opx

rq, where In denotes the identity matrix of size n,
pN2q: the matrix L PMnpCq of exponents of formal monodromy reads

in a Jordan form L “
J
à

j“1
pλjInj ` Jnj q, where J is an integer ě 2,

the eigenvalues λj satisfy 0 ď Repλjq ă 1 and where

Jnj “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

0 if nj “ 1
»

—

—

—

—

—

–

0 1 ¨ ¨ ¨ 0
...

. . . . . .
...

...
. . . 1

0 ¨ ¨ ¨ ¨ ¨ ¨ 0

fi

ffi

ffi

ffi

ffi

ffi

fl

if nj ě 2

is an irreductible Jordan block of size nj ,

pN3q: Q
ˆ

1
x

˙

“

J
à

j“1
qj

ˆ

1
x

˙

Inj is a diagonal matrix of polynomials

qjp1{xq in 1{x of degree ď r and without constant term which com-
mutes with L.

Recall that normalizations pN1q ´ pN2q guarantee the unicity of rF pxq as
formal series solutions of the homological system associated with system (A)
(cf. [5]).

The effective calculation of the Stokes multipliers of rF pxq (= the non-
trivial entries of the Stokes–Ramis matrices associated with rY pxq, see Def-
inition 5.1) is crucial in a large number of theoretical and practical prob-
lems (calculation of differential Galois groups [24, 25], integrability of some
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Hamiltonian systems [26, 27], etc.). Thereby, in the last decades of the twen-
tieth century, several approaches, issuing from the summability and multi-
summability theories and essentially based on integral methods such that
Cauchy–Heine integral and Laplace transformations, were given by many
authors under more or less generic assumptions on system (A) (see for in-
stance [2, 4, 6, 7, 8, 9, 11, 12, 15, 20]).

More recently, in a 2011 article [19], M. Loday-Richaud and the author
combined, in the case where system (A) has the unique level 1 (see Defini-
tion 2.3 for the exact definition of levels), this “summation” approach with
the “resurgence” approach due to J. Écalle. Doing that, they derived, from
a full description of the resurgent structure of the Borel transform pF of rF ,
explicit formulæ relating the Stokes multipliers of rF to connection constants
given by some analytic continuations of pF at its various singular points,
providing thus a new efficient tool for the effective calculation of the Stokes
multipliers of rF .

Afterwards, these so-called connection-to-Stokes formulæ were general-
ized by the author to systems with an arbitrary single level r [32] and to the
lowest level of systems with multi-levels [31] by respectively replacing, via
the classical method of rank reduction, the initial system by its r-reduced
and its lowest level’s reduced system. One knows indeed perfectly relate the
Stokes–Ramis matrices of the initial system with those of its reduced sys-
tem [17].

In the present article, we assume that system (A) has multi-levels, say
r1 ă ¨ ¨ ¨ ă rp with p ě 2, and we propose to extend these connection-to-
Stokes formulæ to the highest level rp. To do that, the organization of the
paper is as follows. In Section 2, we first recall some definitions and ba-
sic properties about levels and about the rp-reduced system (A) associated
with system (A). In Section 3, we describe the complete resurgent structure
of the Borel transforms of the formal solutions of system (A). In particular,
we show that these functions are summable-resurgent (Theorem 3.3) and we
give the general form of all their singularities (Theorem 3.6). These two the-
orems are then proved in Section 4 by reducing system (A) into a convenient
scalar linear differential equation with polynomial coefficients and by apply-
ing a method similar to the one of [32]. In Section 5, we restrict our study to
the case where the Borel transforms we consider have “good” singularities.
In this case, we define their connection constants at their various singular
points and we relate these ones to the highest level’s Stokes multipliers of rF
throughout explicit highest level’s connection-to-Stokes formulæ, generaliz-
ing thus formulæ already obtained in [19, 31, 32] . We illustrate this result
with a numerical example.
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2. Preliminaries

In this section, we recall some definitions we are needed in the sequel and
we introduce the highest level’s reduced system associated with system (A)
which will play a central role all along the article.

2.1. Levels, Stokes values and anti-Stokes directions

Split the matrix rF pxq into J column-blocks fitting to the Jordan block
structure of L (for ` “ 1, . . . , J , the matrix rF ‚;`pxq has n` columns):

rF pxq “
”

rF ‚;1pxq rF ‚;2pxq ¨ ¨ ¨ rF ‚;Jpxq
ı

.

Definition 2.1. — Let j, ` P t1, . . . , Ju be such that qj ı q`. We denote

pqj ´ q`q

ˆ

1
x

˙

“ ´
αj,`
xrj,`

` o

ˆ

1
xrj,`

˙

with αj,` ‰ 0 and rj,` P N˚ “ Nzt0u. Then,

‚ the degree rj,` is called a level of rF ‚;`pxq,
‚ the coefficient αj,` is called a Stokes value of level rj,` of rF ‚;`pxq,
‚ the directions of maximal decay of epqj´q`qp1{xq, i.e. the rj,` direc-
tions argpαj,`q{rj,` mod p2π{rj,`q along which ´αj,`{xrj,` is real
negative, are called anti-Stokes directions of level rj,` of rF ‚;`pxq.

Note that a Stokes value (resp. an anti-Stokes direction) of rF ‚;`pxq may
be with several levels. Note also that the term “anti-Stokes direction” is not
universal; sometimes, one calls such a direction “Stokes direction”.

Notation 2.2. — For all ` P t1, . . . , Ju, we denote by R` :“ tρ`;1 ă ¨ ¨ ¨ ă
ρ`;p`u with p` ě 1 the set of all the levels of rF ‚;`pxq.

Note that, according to normalization pN3q, all the levels ρ`;k of all the
rF ‚;`pxq are integer; one refers sometimes this case as the unramified case.

Note also that, for all `, we have ρ`;p` ď r the rank of system (A).
Actually, if there exists `0 such that ρ`0;p`0 ă r, then ρ`;p` ă r for all `
and polynomials qj have the same degree r and the same terms of highest
degree. One then reduces to the case ρ`;p` “ r by means of a change of
unknown vector of the form Y “ Zeqp1{xq with a convenient polynomial
qp1{xq P x´1Crx´1s. Recall that such a change does not affect levels, Stokes
values, anti-Stokes directions nor Stokes–Ramis matrices (see Section 5.1 for
their exact definition) of system (A).
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Definition 2.3. — One calls

‚ level of rF pxq (or of system (A)) any level of the rF ‚;`pxq’s,
‚ Stokes value of rF pxq (or of system (A)) any Stokes value of the

rF ‚;`pxq’s,
‚ anti-Stokes direction of rF pxq (or of system (A)) any anti-Stokes
direction of the rF ‚;`pxq’s.

Notation 2.4. — We denote by R :“ tr1 ă ¨ ¨ ¨ ă rpu with p ě 1 the set
of all the levels of rF pxq (or of system (A)). We have R “ R1Y ¨ ¨ ¨YRJ and
rp “ r the rank of system (A).

Since the case p “ 1 was already investigated in great details in [19]
(case r “ 1) and [32] (case r ě 2), we suppose from now on p ě 2, that is
system (A) has at least two levels. Note however that some column-blocks
rF ‚;`pxq may have the unique level r, i.e. p` “ 1 and R` “ tru.

2.2. Highest level’s reduced system

The highest level’s reduced system (= r-reduced system) associated
with system (A) is the unique system of the variable t “ xr having mero-
morphic coefficients at 0 P C and the formal solutions rrY pxq, x´1

rY pxq,

. . . , x´pr´1q
rY pxqs for a given choice x “ t1{r of a r-th root of t [17]. Such a

choice being made, we denote from now on µ :“ e´2iπ{r. Then, the r-reduced
system of system (A) reads as

rt2
dY

dt
“ AptqY (A)

with Aptq PMrnpCttuq the rnˆ rn-analytic matrix defined by

Aptq “

»

—

—

—

—

—

—

—

–

Ar0sptq tArr´1s
ptq ¨ ¨ ¨ ¨ ¨ ¨ tAr1sptq

Ar1sptq Ar0sptq
. . .

...
...

. . . . . . . . .
...

...
. . . Ar0sptq tArr´1s

ptq

Arr´1s
ptq ¨ ¨ ¨ ¨ ¨ ¨ Ar1sptq Ar0sptq

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

´

r´1
à

u“0
utIn

where the Arusptq P MnpCttuq are the r-reduced series of Apxq uniquely
determined by the relation

Apxq “ Ar0spxrq ` xAr1spxrq ` ¨ ¨ ¨ ` xr´1Arr´1s
pxrq.
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By construction, system (A) has levels ď 1. Moreover, it admits as formal
fundamental solution at 0 the matrix

ĂY ptq “

»

—

—

—

—

–

rY pt1{rq rY pµt1{rq ¨ ¨ ¨ rY pµr´1t1{rq

pt1{rq´1
rY pt1{rq pµt1{rq´1

rY pµt1{rq ¨ ¨ ¨ pµr´1t1{rq´1
rY pµr´1t1{rq

...
...

...
pt1{rq´pr´1q

rY pt1{rq pµt1{rq´pr´1q
rY pµt1{rq ¨ ¨ ¨ pµr´1t1{rq´pr´1q

rY pµr´1t1{rq

fi

ffi

ffi

ffi

ffi

fl

.

This one reads more precisely on the form rY ptq “ rF ptq rY 0ptq with

‚ rF ptq “

»

—

—

—

—

—

—

—

—

—

—

–

rF r0sptq t rF rr´1s
ptq ¨ ¨ ¨ ¨ ¨ ¨ t rF r1sptq

rF r1sptq rF r0sptq
. . .

...
...

. . .
. . .

. . .
...

...
. . . rF r0sptq t rF rr´1s

ptq
rF rr´1s

ptq ¨ ¨ ¨ ¨ ¨ ¨ rF r1sptq rF r0sptq

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

and

‚ ĂY 0ptq “

»

—

—

—

—

—

–

pt
1
r q

Λ0eQ0ptq pµt
1
r q

Λ0eQ1ptq ¨ ¨ ¨ pµr´1t
1
r q

Λ0eQr´1ptq

pt
1
r q

Λ1eQ0ptq pµt
1
r q

Λ1eQ1ptq ¨ ¨ ¨ pµr´1t
1
r q

Λ1eQr´1ptq

...
...

. . .
...

pt
1
r q

Λr´1eQ0ptq pµt
1
r q

Λr´1eQ1ptq ¨ ¨ ¨ pµr´1t
1
r q

Λr´1eQr´1ptq

fi

ffi

ffi

ffi

ffi

ffi

fl

where Qkptq “ Qp1{pµkt1{rqq and Λk :“ L´ kIn for all k “ 0, . . . , r´ 1. The
formal series rF rusptq P MnpCrrtssq are the r-reduced series of rF pxq and are
defined in the same way as the Arusptq’s. In particular, the initial condition
rF pxq “ In `Opx

rq (see normalization pN1q) implies rF ptq “ Irn `Optq.

Let us now split rF ptq into r column-blocks rF ‚;vptq of size rnˆ n:

rF ptq “
”

rF ‚;1ptq rF ‚;2ptq ¨ ¨ ¨ rF ‚;rptq
ı

,

then, each rF ‚;vptq into J column-blocks rF ‚;v,`ptq as rF pxq (the matrix
rF ‚;v,`ptq has size rnˆ n`):

rF ‚;vptq “
”

rF ‚;v,1ptq rF ‚;v,2ptq ¨ ¨ ¨ rF ‚;v,Jptq
ı

.

Let θ P R{2πZ be a non anti-Stokes direction of system (A) and θ :“ rθ.
Due to the classical theory of multisummability of linear meromorphic sys-
tems (see for instance [2, 3, 11, 16, 17, 18, 23, 25]), the formal series rF ‚;v,`ptq
are ρ`-summable for all v “ 1, . . . , r in direction θ with ρ` :“ pρ`;1 ă ¨ ¨ ¨ ă
ρ`;p` “ 1q and ρ`;k :“ ρ`;k{r. In particular, applying Balser–Tougeron the-
orem [1] (see also [18, Thm. 7.4.5]), we get the following proposition which
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provides us a first result about the formal Borel transform(1)
pF ‚;v,`pτq of

rF ‚;v,`ptq.

Proposition 2.5. — Let v P t1, . . . , ru and ` P t1, . . . , Ju. Then,

‚ Case p` “ 1: pF ‚;v,`pτq defines an analytic function on a disc centered
at the origin 0 P C,

‚ Case p` ě 2: pF ‚;v,`pτq is ρ1`-summable in direction θ with ρ1` :“
pρ1`;1 ă ¨ ¨ ¨ ă ρ

1
`;p`´1q and ρ1`;k :“ ρ`;k{p1 ´ ρ`;kq “ ρ`;k{pr ´ ρ`;kq;

moreover, its sum defines an analytic function on a sector with ver-
tex 0, bisected by θ and opening larger than π{ρ1`;p`´1

.

We denote below by pF ‚;v,`θ pτq the function thus defined and by Σv,`θ its cor-
responding domain of analyticity.

In Section 3, we propose to investigate, for any v and `, the resurgent
structure of pF ‚;v,`θ , that is, the analytic continuations of pF ‚;v,`θ outside the
domain Σv,`θ . In particular, we prove that pF ‚;v,`θ is summable-resurgent(2)
(Theorem 3.3) and we give the general form of all its singularities (Theo-
rem 3.6), generalizing thus the results already obtained by M. Loday-Richaud
and the author in [19, 32] for systems with a single level.

3. Resurgence and singularities

In this section, we just state the results allowing to describe the resurgent
structure of functions pF ‚;v,`θ above. These ones will be proved later in Sec-
tion 4. In the sequel, we fix θ P R{2πZ a non anti-Stokes direction of initial
system (A) and we set θ “ rθ as before.

3.1. Summable-resurgence theorem

Recall that a resurgent function is an analytic function near the origin
which can be analytically continued on all a convenient Riemann surface.
More precisely, one has the following.

Definition 3.1 (Resurgent function). — Let Ω Ă C be a finite subset
of C containing 0. A function defined and analytic near 0 is said to be

(1) Recall that the formal Borel transform of a formal series
ř

mě0 amt
m P Crrtss is

defined by a0δ `
ř

mě1 am
τm´1

pm´1q! , where δ denotes the Dirac distribution at 0.
(2) See Definition 3.2.
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‚ resurgent with singular support Ω, 0 when it can be analytically con-
tinued on the whole Riemann surface RΩ defined as (the terminal
end of) all homotopy classes in CzΩ of paths issuing from 0 and by-
passing all points of Ω (only homotopically trivial paths are allowed
to turn back to 0); in particular, such a function is analytic at 0 in
the first sheet,

‚ resurgent with singular support Ω,r0 when it can be analytically con-
tinued on the whole Riemann surface rRΩ :“ the universal cover of
CzΩ.

We denote by ResΩ,0 and ResΩ,r0 the sets of resurgent functions with singular
support Ω, 0 and of resurgent functions with singular support Ω,r0.

Recall that the difference between RΩ and rRΩ just lies in the fact that RΩ
has no branch point at 0 in the first sheet. In particular, we have a natural
injection ResΩ,0 ãÑ ResΩ,r0. Recall also that the choice of the Riemann
surface rRΩ or RΩ only depends on the fact that the function we consider
has a singular point or not at the origin 0 P C (i.e. in the first sheet).

Definition 3.2 (Summable-resurgent function). — A resurgent func-
tion of ResΩ,0 (resp. ResΩ,r0) is said to be summable-resurgent if it grows
at most exponentially on any bounded sector of infinity of RΩ (resp. rRΩ).
We denote by RessumΩ,0 (resp. RessumΩ,r0 ) the set of summable-resurgent func-
tions with singular support Ω, 0 (resp. Ω,r0). As before, we have a natural
injection RessumΩ,0 ãÑ RessumΩ,r0 .

We are now able to state the main result of this section.

Theorem 3.3 (Summable-resurgence theorem). — Let v P t1, . . . , ru
and ` P t1, . . . , Ju. Let p` ě 1 be the number of levels of rF ‚;`pxq. Let Ω˚`
be the set of Stokes values of level r of rF ‚;`pxq (see Definition 2.1) and
Ω` :“ Ω˚` Y t0u. Then,

‚ Case p` “ 1: pF ‚;v,`θ pτq P RessumΩ`,0,
‚ Case p` ě 2: pF ‚;v,`θ pτq P RessumΩ`,r0

.

In particular, Theorem 3.3 tells us that the only possible singular points
of pF ‚;v,`θ pτq are 0 and the Stokes values of level r of rF ‚;`pxq. The general
form of the singularities of pF ‚;v,`θ pτq at these various points is precised just
below.
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3.2. General form of singularities

Before stating the structure of the singularities of the pF ‚;v,`θ pτq’s, let
us recall some definitions and notations about the singularities. For more
details, we refer for instance to [14, 21, 22, 33].

3.2.1. Some spaces of singularities

Denote by O the space of holomorphic germs at 0 P C and by rO the space
of holomorphic germs at 0 on the Riemann surface rC of the logarithm. One
calls any element of the quotient space C :“ rO{O a singularity at 0. Recall
that C is also denoted by SING0 by J. Écalle et al. (cf. [33] for instance). Recall
also that the elements of C are called micro-functions by B. Malgrange [21,
22] by analogy with hyper- and micro-functions defined by Sato, Kawai and
Kashiwara in higher dimensions.

The elements of C are usually denoted with a nabla, like
∇
h , for a singu-

larity of the function h. A representative of
∇
h in rO is often denoted by qh and

is called a major of h.

It is worth to consider the two natural maps
can : rO ÝÑ C “ rO{O the canonical map and
var : C ÝÑ rO the variation map,

action of a positive turn around 0 defined by var
∇
h “ qhpτq ´ qhpτe´2iπq,

where qhpτe´2iπq is the analytic continuation of qhpτq along a path turning
once clockwise around 0 and close enough to 0 for qh to be defined all along
(the result is independent of the choice of the major qh). The germ var

∇
h is

called the minor of
∇
h .

One can not multiply two elements of C, but an element of C and an

element of O: α
∇
h :“ canpαqhq “

∇
pαhq for all α P O and

∇
h P C . On the other

hand, one can define a convolution product f on C by setting
∇
h1 f

∇
h2 :“

canpqh1 ˚u qh2q , where qh1 ˚u qh2 is the truncated convolution product

pqh1 ˚u qh2qpτq :“
ż τ´u

u

qh1pτ ´ ηqqh2pηqdη P rO

with u arbitrarily close to 0 satisfying τ P s0, ur and argpτ ´uq “ argpτq´π.

Note that
∇
h1 f

∇
h2 makes sense since it does not depend on u, nor on the
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choice of the majors qh1 and qh2. The convolution product f is commutative
and associative on C with unit δ :“ can

` 1
2iπτ

˘

.

The action of d
dτ on C is defined by

d

dτ

∇
h “ δ1 f

∇
h

and satisfies relation
d

dτ

ˆ

∇
h1 f

∇
h2

˙

“

ˆ

d

dτ

∇
h1

˙

f
∇
h2 “

∇
h1 f

ˆ

d

dτ

∇
h2

˙

.

Finally, the multiplication by τ is an f-derivation, i.e.

τ

ˆ

∇
h1 f

∇
h2

˙

“

ˆ

τ
∇
h1

˙

f
∇
h2 `

∇
h1 f

ˆ

τ
∇
h2

˙

.

In the sequel of this article, we shall use especially the following classical
subspaces of C.

‚ The subspace Cď1 of singularities for which the variation defines an
entire function on all rC with exponential growth of order ď 1 on any
bounded sector of infinity(3) . Recall that this space is isomorphic
to the space of analytic functions with subexponential growth at
0 P rC [14, pp. 46-48]. In particular, any power tλ and any exponential
eP pt

1{p
q with p ě 2 and P ptq polynomial in t of degree ă p define

singularities in Cď1.
‚ The subspace

∇
N ils-resΩ,0 (resp.

∇
Dets-resΩ,r0 ) of singularities for which there

exists a major of the form
ÿ

finite
hα,ppτqτ

αpln τqp

with α P C, p P N and hα,ppτq P RessumΩ,0 (resp. hα,ppτq P RessumΩ,r0
holomorphic on a punctured disc at 0 in the first sheet).

Definition 3.4. — The elements of
∇

N ils-resΩ,0 (resp.
∇

Dets-resΩ,r0 ) are called
summable-resurgent singularities of Nilsson class with singular support Ω, 0
(resp. of finite determination with singular support Ω,r0).

For any ω P C˚, we denote by C|ω the space of singularities at ω, i.e. the
space C translated from 0 to ω. A function qh is then a major of a singularity
at ω if qhpω ` τq is a major of a singularity at 0. In the same way, we define
the translated space Cď1

|ω, etc. . .

(3) or, equivalently, for which there exists a major satisfying this same property [14].
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3.2.2. Description of singularities

Given v P t1, . . . , ru and ` P t1, . . . , Ju, the behavior of pF ‚;v,`θ at a singu-
lar point ω P Ω˚` depends, of course, on the “homotopic class” of the path
γ of analytic continuation followed from any point a ‰ 0 of Σv,`θ to a neigh-
borhood of ω. Note in particular that “homotopic class” implies that the
behavior of pF ‚;v,`θ does not depend on the choice of a. We denote below by

‚ pF ‚;v,`θ;ω,γ the analytic continuation of pF ‚;v,`θ along the path γ,

‚
∇
F ‚;v,`θ;ω,γ :“ canppF ‚;v,`θ;ω,γq the singularity of pF ‚;v,`θ at ω defined by
pF ‚;v,`θ;ω,γ .

Let us now introduce the key notion of front of a singularity [31, 32] .

Definition 3.5. — Let ` P t1, . . . , Ju and ω P Ω˚` a Stokes value of
level r of rF ‚;`pxq. We call front of level r of ω the set of all the polynomials
pqj ´ q`qp1{xq with leading terms ´ω{xr. We denote it by Fr`pωq and we
have

Fr`pωq :“
"

´
ω

xr
` q`,ω;k

ˆ

1
x

˙

; k “ 1, . . . , s`,ω
*

,

where s`,ω is an integer ě 1 and where all the q`,ω;kp1{xq are polynomials
in 1{x of degree ă r and without constant term. Moreover, ω (hence, its

corresponding singularity
∇
F ‚;v,`θ;ω,γ too) is said to be of a good front when

s`,ω “ 1 and with a bad front otherwise.

In the special case where ω has a good front, we simply denote q`,ω for
q`,ω;1. Then,

Fr`pωq “

"

´
ω

xr
` q`,ω

ˆ

1
x

˙*

and we more precisely say that ω (and its corresponding singularity too)
has a good monomial front when q`,ω ” 0 and a good nonmonomial front
otherwise.

We are now able to state the main result of this section.

Theorem 3.6 (General form of
∇
F ‚;v,`θ;ω,γ). — Let v P t1, . . . , ru and ` P

t1, . . . , Ju. Let ω P Ω˚` be a Stokes value of level r of rF ‚;`pxq and γ a path
on CzΩ` starting from a point of Σv,`θ and ending in a neighborhood of ω.

(1) Suppose that ω has a good front. Let

Q`,ω “

"

q`,ω

ˆ

1
µv´1t1{r

˙

; v “ 1, . . . , r
*
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with µ “ e´2iπ{r. Then,

∇
F ‚;v,`θ;ω,γ P

ÿ

qPQ`,ω

∇
N ils-resΩ`´ω,0 f

∇
eq |ω.

In particular, if ω has moreover a monomial front, then

∇
F ‚;v,`θ;ω,γ P

∇
N ils-resΩ`´ω,0|ω.

(2) Suppose that ω has a bad front. Let

Q`,ω “

"

q`,ω;k

ˆ

1
µv´1t1{r

˙

; k “ 1, . . . , s`,ω and v “ 1, . . . , r
*

with µ “ e´2iπ{r. Then

∇
F ‚;v,`θ;ω,γ P

ÿ

qPQ`,ω

∇
Dets-resΩ`´ω,r0

f
∇
eq |ω.

Notation ∇
eq stands for the singularity of Cď1 defined by eq (see Section 3.2.1).

A more precise description of singularities with good monomial front will
be given later in Section 5. For the moment, let us prove our two main
Theorems 3.3 and 3.6.

4. Proofs of Theorems 3.3 and 3.6

Before starting the proofs, let us first begin by some reminders about the
Borel transformation which shall play a central role.

4.1. Borel transformation

Definition and properties. Let α P R{2πZ and let hptq be a function
defined and holomorphic on a domain containing a sector with vertex 0,
bisected by α and opening larger than π. Under “good” hypotheses on h
at 0 [24], the Borel transform (of level 1) of h in direction α is given by the
integral

Bαphptqqpτq “ phαpτq :“ 1
2iπ

ż

Γα
hptqe´t{τ

dt

t2
,
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where Γα denotes the image by t ÞÑ 1{t of a Hankel contour directed by the
direction α and oriented positively(4) . Using Hankel’s formula for the inverse
of the Gamma function, we obtain Bαptλqpτq “ τλ´1{Γpλq for all λ P Czp´Nq
and α P R{2πZ; when hptq “ t´m withm ě 1, we get a natural generalization
Bαpt´mq “ δpmq the m-th derivative of the Dirac distribution at 0 (hence,
the coherence with the definition of the formal Borel transformation, see
footnote 1).

The Borel transformation Bα changes the derivation t2 d
dt into the multi-

plication by τ and the multiplication by 1{t into the derivation d
dτ . In partic-

ular, it changes derivation dk

dtk
into dk`1

dτk`1 pτ
k dk´1

dτk´1 q for any k ě 1. Moreover,
it changes the ordinary product ¨ into the convolution product ˚:

hptqkptq ÞÝÑ phα ˚ pkαpτq :“
ż τ

0
phαpτ ´ ηqpkαpηqdη

when phα and pkα are both integrable at 0 (note that δ is the unit of ˚).
Finally, it changes the multiplication by e´ω{t into the translation by ω.

Some classes of functions.Among all the classes of functions on which
one can apply the Borel transformation, we shall actually use in the sequel
of the article only those of one of the following two types:

‚ hptq P rO has a subexponential growth at the origin (we denote
below hptq P rOďexp), that is, for all ε ą 0, there exists a constant
Cε ą 0 such that |hptq| ď Cεe

ε{|t| (or, what amounts the same,
lim sup
|t|Ñ0

p|t| lnp|hptq|qq “ 0) uniformly on any bounded sector of the

form θ1 ă argptq ă θ2. In particular, any analytic function hptq P O
at 0, any power tλ of t, any power pln tqm of the logarithm and
any exponential eP pt´1{p

q with a polynomial P ptq in t of degree ă p

belong to rOďexp,
‚ hptq is the k-sum of a k-summable series rhptq P Crrtss in direction α
with k :“ pk1 ă ¨ ¨ ¨ ă ks “ 1q and s ě 1.

For the first one, the existence of phα is straightaway from the property of h
at 0 and one can show that phα defines in this case an entire function on all rC
(= the Riemann surface of the logarithm) with exponential growth of order
ď 1 on any bounded sector at infinity. We denote below phαpτq P Oď1prCq.
In the special case where hptq P O is analytic at 0, one has more precisely
phαpτq P Oď1pCq. As for the second one, the existence of phα is due to the

(4) Observe that we need a contour that ends at 0 since the functions we consider are
studied near the origin; if we worked at infinity, we would use a Hankel contour itself.
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continuity of h at 0; furthermore, one can check that phα coincides with
the function defined from the Balser–Tougeron theorem by the formal Borel
transform of rh. In particular, denoting by F ‚;v,`θ ptq the ρ`-sum of rF ‚;v,`ptq

in direction θ (see p. 650), we have BθpF ‚;v,`θ q “ pF ‚;v,`θ .

Extended Borel transformation. Since the Borel transform Bαphptqq
of any hptq P rOďexp may be integrable, or not, at 0 (see for instance the
Borel transform of tλ just above), the convolution product ˚ may not be
defined, as well as the Laplace transform of such functions. To circumvent
this problem, the idea consists then in considering Bαphptqq not as a function,
but as a singularity whose the variation is phαpτq. More precisely, one has the
following.

Proposition 4.1 (Écalle, [14, pp. 46–48]). — Let α P R{2πZ be a direc-
tion. Then, the Borel transformation Bα can be extended to an isomorphism

Bextα :
ˆ

rOďexp,`, ¨, t2
d

dt

˙

ÝÑ
`

Cď1,`,f, τ ¨
˘

, Bextα phq “
∇
hα

of C-differential algebras(5) so that varp
∇
hαq “ phα for all h P rOďexp. Its

inverse is the Laplace transformation Lextα defined as follows: given
∇
h P Cď1,

qh a major of
∇
h and ph “ varp

∇
hq ,

Lextα p
∇
hqptq :“

ż

γα,ε

qhpτqe´τ{tdτ `

ż 8eiα

εeiα

phpτqe´τ{tdτ,

where γα,ε denotes a circle centered at the origin and going from εeipα´2πq

to εeiα, ε ą 0 small enough.

Note that Lextα p
∇
hq makes sense since it does not depend on the choice of

ε nor on the chosen major qh ; in particular, for a choice qh P Oď1prCq , one
has

Lextα p
∇
hqptq :“

ż

γα

qhpτqe´τ{tdτ,

where γα denotes a Hankel path directed by direction α and oriented posi-
tively. Note also that, if ph is integrable at 0, then Lextα p

∇
hq coincides with the

“classical” Laplace transform

Lαpphqptq :“
ż 8eiα

0
phpτqe´t{τdτ.

(5) The stability of Cď1 under the convolution product f is due to the fact that, for

any singularity
∇
h P Cď1, one can always choose a major qh in Oď1prCq (see footnote 3).
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The following relations are essentially known:
∇

ptλpln tqpqα “ can
ˆ

dp

dλp

ˆ

τλ´1

p1´ e´2iπλqΓpλq

˙˙

,

∇
ptmqα “ can

ˆ

τm´1 ln τ
pm´ 1q!

˙

,
∇
1α “ δ,

∇

pt´mqα “ δpmq

for all λ P CzZ, p P N, m P N˚ and α P R{2πZ. More generally, let
Crtλ, pln tqpsλPC,pPN Ă rOďexp denote the space of C-linear combinations of

terms of the form tλpln tqp with λ P C and p P N. Let
∇
Cαrtλ, pln tqpsλPC,pPN

be its image by Bextα . Then, for any
∇
h P

∇
Cαrtλ, pln tqpsλPC,pPN, there exists a

major qh in Crτµ, pln τqqsµPC,qPN. The following result will be useful later.

Proposition 4.2. — Let Ω Ă C be a finite subset of C containing 0.
Let p ě 2 and let qp1{xq be a polynomial in 1{x of degree ă p. Then, the

four spaces
∇

N ils-resΩ,0 ,
∇

Dets-resΩ,r0 ,
∇

N ils-resΩ,0 f
∇
eqpt

´1{p
q and

∇
Dets-resΩ,r0 f

∇
eqpt

´1{p
q

are stable under derivation d
dτ and under f-convolution by an element of

∇
Cαrtλ, pln tqpsλPC,pPN . They are also stable by multiplication by τ .

Proof. — We just prove the stability of
∇

N ils-resΩ,0 f
∇
eqpt

´1{p
q and

∇
Dets-resΩ,r0 f

∇
eqpt

´1{p
q by the multiplication by τ . The other stabilities are straightforward

and are left to the reader. Let
∇
h P

∇
N ils-resΩ,0 (resp.

∇
Dets-resΩ,r0 ). Since the

multiplication by τ is a f-convolution, we have

τ

ˆ

∇
h f

∇
eqpt

´1{p
q

˙

“

ˆ

τ
∇
h

˙

f
∇
eqpt

´1{p
q `

∇
h f

´

τ
∇
eqpt

´1{p
q
¯

,

where, due to the properties of the Borel transformation Bextα ,

τ
∇
eqpt

´1{p
q “ Bextα

ˆ

t2
d

dt
eqpt

´1{p
q

˙

“
∇
P f

∇
eqpt

´1{p
q

with
P ptq “ ´

1
p
tpp´1q{p dq

dt

´

t´1{p
¯

P tCrt´1{ps.

Indeed, eqpt´1{p
q P rOďexp (note that the choice of the direction α is arbitrary).

Consequently,

τ

ˆ

∇
h f

∇
eqpt

´1{p
q

˙

“

ˆ

τ
∇
h `

∇
h f

∇
P

˙

f
∇
eqpt

´1{p
q

with τ
∇
h `

∇
h f

∇
P P

∇
N ils-resΩ,0 (resp.

∇
Dets-resΩ,r0 ), which completes the proof. �
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Let us now consider a k-summable series rhptq P Crrtss in direction α with
k “ pk1 ă ¨ ¨ ¨ ă ks “ 1q and s ě 1. As before, we denote by hαptq its k-sum
in direction α and by phαpτq the Borel transform of hα in direction α. Assume
also that phαpτq P RessumΩ,0 if s “ 1 and phαpτq P RessumΩ,r0 if s ě 2. Then, the
extended Borel transformation Bextα of Proposition 4.1 above can be applied

to hα and one thereby defines a unique singularity
∇
hα satisfying varp

∇
hαq “ phα

and Lextα p
∇
hαq “ hα. For example, for s “ 1 and rhptq “ a` rcptq P C‘ tCrrtss,

one has
phαpτq “ aδ ` pcαpτq P Cδ ‘RessumΩ,0

and
∇
hα “ can

ˆ

a

2iπτ `
pcαpτq ln τ

2iπ

˙

.

In particular,
∇
hα P

∇
N ils-resΩ,0 . More generally, one has the following classical

result.

Proposition 4.3. — With conditions as above.

(1) Case s “ 1.
(a) Let λ P C and p P N. Then,

∇

phαptqt
λpln tqpqα P

∇
N ils-resΩ,0 .

(b) Conversely, let
∇
h “ canphpτqτλpln τqpq P

∇
N ils-resΩ,0 and write

hpτq in a neighborhood of 0 P C as

hpτq “
ÿ

mě0
hmτ

m.

Then, for any direction α P R{2πZ such that ΩXs0,8eiαr“ H,

Lextα p
∇
hq “

p
ÿ

k“0

ˆ

p

k

˙

hλ,p´k;αptqt
λ`1pln tqk,

where, for all ` “ 0, . . . , p, hλ,`;αptq is the 1-sum in direction α
of the formal series

rhλ,`ptq “ 2iπ
ÿ

mě0

d`

dz`

ˆ

e´iπz

Γp1´ zq

˙

|z“m`1`λ
hmt

m.

Moreover, the Borel transform phλ,`;αpτq in direction α of
hλ,`;αptq belongs to RessumΩ,0 .

(2) Case s ě 2. Let λ P C and p P N. Suppose also that phα is of finite
determination at 0. Then
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∇

phαptqt
λpln tqpqα P

∇
Dets-resΩ,r0 .

Proof. — The case s “ 1 is proved in [19, 21, 33] and the case s ě 2 stems
obvious from the properties of variation (see [19, Lem. 3.6] for instance) when
λ “ p “ 0. In the general case, it is sufficient to remark that

∇

phαptqt
λpln tqpqα “

∇
hα f

∇

ptλpln tqpqα

with
∇
hα P

∇
Dets-resΩ,r0 and

∇

ptλpln tqpqα P
∇
Cαrtµ, pln tqqsµPC,qPN . The result fol-

lows then by stability. �

Let us now turn to the proofs of Theorems 3.3 and 3.6.

4.2. Reduction of the proofs

First step. Let us first observe that any of the J column-blocks rF ‚;`pxq,
` “ 1, . . . , J , of rF pxq associated with the Jordan block-structure of the
matrix L of exponents of formal monodromy (see the beginning of Sec-
tion 2.1) can be positioned at the first place by means of a convenient
permutation P on the columns of rY pxq. Furthermore, acting also by P´1

on the rows of rY pxq, one can keep the initial normalizations pN1q ´ pN3q

of rY pxq; precisely, the new formal fundamental solution P´1
rY pxqP reads

P´1
rY pxqP “ P´1

rF pxqPxP
´1LP eP

´1Qp1{xqP with P´1
rF pxqP “ In `Opx

rq.
Consequently, due to the block-structure of matrix rF ptq (see p. 650), it is suf-
ficient to prove Theorems 3.3 and 3.6 in restriction to the first column-block
rF ‚;1,1ptq of rF ptq. Recall that rF ‚;1,1ptq has size rnˆ n1.

Moreover, to simplify notations and calculations, we assume also that
polynomial q1 and eigenvalue λ1 are zero, conditions which can be always
fulfilled by means of the transformation Y ÞÝÑ x´λ1e´q1p1{xqY on initial
system (A). In particular, writing polynomials qjp1{xq in the form

qj

ˆ

1
x

˙

“ ´
aj,r
xr

´
aj,r´1

xr´1 ´ ¨ ¨ ¨ ´
aj,1
x

with aj,k P C, this implies that the set Ω˚1 of Stokes values of level r of
rF ‚;1pxq is the set of all the aj,r ‰ 0 (see Definition 2.1).

– 661 –



Pascal Remy

Second step. Let us now apply the cyclic vector lemma due to
P. Deligne [13, Lem. II.1.3] and the Birkhoff’s algebraisation theorem [10]
(see also [34, Thm. 3.3.1]): there exists a meromorphic gauge transforma-
tion Y “MptqZ with Mptq P GLrnpCtturt´1sq that changes the r-reduced
system (A) into a system (MA) which is the companion form of a scalar
linear differential equation Dyptq “ 0 with polynomial coefficients, of order
rn and levels ď 1 at the origin (the levels of D are the levels of (A)). More-
over, multiplying the formal solutions of this equation by a convenient power
of t if needed, we can always suppose that (MA) admits for formal funda-
mental solution at 0 a matrix rZptq of the form rZptq “ rGptq rY 0ptq, where
rGptq :“M´1

ptqrF ptq PMrnpCrrtssq is a formal power series in t. We refer to
p. 650 for the definition of rY 0ptq.

By construction, the two column-blocks rF ‚;v,`ptq and rG‚;v,`ptq are to-
gether ρ`-summable in direction θ for all v and ` and we have F ‚;v,`θ ptq “

MptqG‚;v,`θ ptq, where, as before, F ‚;v,`θ and G‚;v,`θ denote their respective
ρ`-sums in direction θ. Thereby, writing Mptq in the form

Mptq “
N
ÿ

m“0

αm
tm

`M 1
ptq

with N P N, αm P MrnpCq and M 1
ptq P MrnptCttuq, we deduce from the

properties of the Borel transformation (see Section 4.1 above) that the func-
tions pF ‚;v,`θ and pG‚;v,`θ satisfy the relation

pF ‚;v,`θ “

N
ÿ

m“0
αm

dm

dτm
pG‚;v,`θ ` xM

1

θ ˚
pG‚;v,`θ ,

where xM
1

θ P MrnpOď1pCqq and where pG‚;v,`θ is holomorphic on the same
domain Σv,`θ as pF ‚;v,`θ . In particular, for v “ ` “ 1, this relation shows
us that it is sufficient to prove Theorems 3.3 and 3.6 with pG‚;1,1θ instead
of pF ‚;1,1θ .

Third step.This last step is based on the structure of matrix pG‚;1,1θ . Let
us first begin by giving a basis of the space SolpDq of solutions of Dyptq “ 0.
It can be built as follows. Let us choose an argument of θ, say its principal
determination θ‹ P s´2π, 0s (6), and let us denote by Y 0;θ‹ptq the actual
analytic function defined from rY 0ptq by the choice of argptq close to θ‹

(denoted below by argptq » θ‹). Let us also denote by Gθptq the sum of rGptq

(6) Any choice is convenient. However, to be compatible, on the Riemann sphere, with
the usual choice 0 ď argpz “ 1{xq ă 2π of the principal determination at infinity, we
suggest to choose ´2π ă argpxq ď 0 as principal determination about 0.
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in direction θ, i.e. the matrix in which all the column-blocks rG‚;v,`ptq are
replaced by their ρ`-sumG‚;v,`θ ptq. Then, the matrix Zθptq :“ GθptqY 0;θ‹ptq

is, for argptq » θ‹, a fundamental solution of the companion form of equation
Dyptq “ 0. Hence, by considering the rn coefficients of the first line of Zθptq,
we obtain the following proposition.

Proposition 4.4 (Basis of SolpDq). — Let gv,`,qθ ptq denote the entry at
row 1 and column q of G‚;v,`θ ptq. Then

SolpDq “ vectpzv,`,qθ ptq; v “ 1, . . . , r, ` “ 1, . . . , J, q “ 1, . . . , n`q,

where zv,`,qθ ptq is defined for all v, ` and q by

zv,`,qθ ptq :“ hv,`,qθ ptqeq`p1{pµ
v´1t1{rqq

with

hv,`,qθ ptq :“
r
ÿ

u“1

q
ÿ

p“1
µpv´1qpλ`´u`1qgu,`,pθ ptqt

λ`´u`1
r

lnq´ppµv´1t
1
r q

pq ´ pq!

and argptq » θ‹. Recall that µ “ e´2iπ{r.

The following description of the first column-block G‚;1,1θ of Gθ is then
straightforward by observing that the q-th column of Zθ reads by construc-
tion as

„

z1,1,q
θ ,

d

dt
z1,1,q
θ , . . . ,

drn

dtrn
z1,1,q
θ



.

Lemma 4.5. — Let q P t1, . . . , n1u and m P t0, . . . , rn ´ 1u. Then the
entry at row m` 1 and column q of G‚;1,1θ ptq reads as

dmg1,1,q
θ

dtm
`

q´1
ÿ

p“1

m
ÿ

k“q´p

ˆ

m

k

˙

p´1qk´q`ppk ´ q ` pq!
rq´ptk´q`p`1

dm´kg1,1,p
θ

dtm´k

with the classical convention
`

m
k

˘

“ 0 if m ă k. In particular, the condition
G‚;1,1θ ptq “

tÑ0
Op1q implies g1,1,q

θ ptq “
tÑ0

Optq for all q ď n1 ´ 1.

In particular, Proposition 4.2, Lemma 4.5 and the properties of the Borel
transformation tell us that it is sufficient to prove Theorems 3.3 and 3.6 for
the n1 entries pg1,1,q

θ of the first line of pG‚;1,1θ , i.e. to prove that the pg1,1,q
θ ’s

satisfy the same statements as pF ‚;1,1θ . This is the subject of the next section.
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4.3. Proofs of Theorems 3.3 and 3.6

As we said just above, it is sufficient to prove these two theorems for the
functions pg1,1,q

θ . Recall that these latter are the Borel transforms in direction
θ of the functions g1,1,q

θ and are defined and holomorphic on the domain Σ1,1
θ .

Before starting the calculations, let us first begin by proving the following
preliminary technical lemma.

Lemma 4.6. — Let q P t1, . . . , n1u. Then, for argptq » θ‹,
q
ÿ

p“1
g1,1,p
θ ptq

lnq´ppt1{rq
pq ´ pq! P SolpDq.

Proof. — We shall prove in fact the following more general statement:
for all u P t1, . . . , ru and q P t1, . . . , n1u, we have, for argptq » θ‹,

hu,qptq :“
q
ÿ

p“1
gu,pptq

lnq´ppt1{rq
pq ´ pq! P SolpDq , gu,pptq :“ gu,1,pθ ptqt´

u´1
r .

Let us begin with the simplest case n1 “ q “ 1. According to Proposi-
tion 4.4, we have, for all v “ 1, . . . , r and argptq » θ‹, the following equalities

zv,1,1θ ptq “
r
ÿ

u“1
µpv´1qpu´1qgu,1ptq “

r
ÿ

u“1
µpv´1qpu´1qhu,1ptq P SolpDq

which can be rewritten as a van der Monde identity. Thereby, all the hu,1’s
are linear combinations of the zv,1,1θ ’s; hence, hu,1ptq P SolpDq for all u “
1, . . . , r.

When n1 ě 2, we proceed by induction on q and we suppose that, for
a certain q P t1, . . . , n1 ´ 1u, hu,pptq P SolpDq for all u “ 1, . . . , r and
p “ 1, . . . , q. We must then prove that hu,q`1ptq P SolpDq for all u “ 1, . . . , r.
To do that, we apply again Proposition 4.4 which says us that

zv,1,q`1
θ ptq “

r
ÿ

u“1

q`1
ÿ

p“1
µpv´1qpu´1qgu,pptq

lnq`1´p
pµv´1t

1
r q

pq ` 1´ pq! P SolpDq (4.1)

for all v “ 1, . . . , r and argptq » θ‹. Let us temporarily denote

Su :“
q`1
ÿ

p“1
gu,pptq

lnq`1´p
pµv´1t

1
r q

pq ` 1´ pq! for all u P t1, . . . , ru

and let us apply Newton’s formula: for all p “ 1, . . . , q,

lnq`1´p
pµv´1t

1
r q

pq ` 1´ pq! “
lnq`1´p

pt
1
r q

pq ` 1´ pq! `Aq,p
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with

Aq,p :“
q`1´p
ÿ

s“1

lnspµv´1q

s!
lnq`1´p´s

pt
1
r q

pq ` 1´ p´ sq! .

Then,

Su “
q
ÿ

p“1
gu,p

˜

lnq`1´p
pt

1
r q

pq ` 1´ pq! `Aq,p

¸

` gu,q`1

“ hu,q`1 `

q
ÿ

p“1

˜

gu,p

q`1´p
ÿ

s“1

lnspµv´1q

s!
lnq`1´p´s

pt
1
r q

pq ` 1´ p´ sq!

¸

“ hu,q`1 `

q
ÿ

s“1

˜

lnspµv´1q

s!

q`1´s
ÿ

p“1
gu,p

lnq`1´p´s
pt

1
r q

pq ` 1´ p´ sq!

¸

“ hu,q`1 `

q
ÿ

s“1

lnspµv´1q

s! hu,q`1´s

and, according to relation (4.1), the following identities

zv,1,q`1
θ ´

r
ÿ

u“1

˜

µpv´1qpu´1q
q
ÿ

s“1

lnspµv´1q

s! hu,q`1´s

¸

“

r
ÿ

u“1
µpv´1qpu´1qhu,q`1

hold for all v “ 1, . . . , r and argptq » θ‹. The fact that hu,q`1ptq P SolpDq
follows then as in the case q “ 1 (indeed, the left hand-side of identity above
belongs by assumption to SolpDq). This completes the proof. �

Proof of Theorem 3.3. — Let pDpypτq “ 0 denote the Borel transformed
equation of Dyptq “ 0. Recall that, multiplying D by a convenient power
of 1{t if needed, this equation is again a linear differential equation with
polynomial coefficients. Moreover, it has the two following well-known
properties.

pP1q: The singular points of pD are the elements of Ω1 “ Ω˚1 Y t0u.
pP2q: The levels of pD at infinity are ď 1.

Recall that property pP1q can be proved by using the Newton polygons of D
and pD at 0 (adapt, for instance, the proof of [18, Lem. 5.3.18]). It can also
be seen as a consequence of Écalle–Malgrange’s theorem (see Proposition 4.7
below). As for property pP2q, it is a classical result and we refer, for instance,
to [22, Thm. 1.4] or [18, Prop. 3.3.18].

The proof of Theorem 3.3 proceeds by recursion on the column q. For
q “ 1, Lemma 4.6 above says us that g1,1,1

θ ptq P SolpDq. Therefore, its Borel
transform pg1,1,1

θ pτq is a solution defined on Σ1,1
θ of pDpypτq “ 0 and the result
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follows from the two properties above. Indeed, property pP1q and Cauchy–
Lipschitz’s theorem prove that pg1,1,1

θ can be analytically continued along any
path in CzΩ1 starting at any point of Σ1,1

θ ; property pP2q and Ramis index
theorems [28] imply the exponential growth of pg1,1,1

θ at infinity.

Let us now suppose that, for a certain q P t1, . . . , n1 ´ 1u, Theorem 3.3
is valid for any pg1,1,p

θ with p P t1, . . . , qu. According to Lemmas 4.5 and 4.6,
we have, for argptq » θ‹,

g1,1,q`1
θ ptq `

q
ÿ

p“1

g1,1,p
θ ptq

t
¨
t lnq`1´p

pt1{rq

pq ` 1´ pq! P SolpDq

with g1,1,p
θ ptq{t “

tÑ0
Op1q and t lnq`1´p

pt1{rq P rOďexp. Therefore, applying
the Borel transformation in direction θ, the function

pg1,1,q`1
θ `

q
ÿ

p“1

1
pq ` 1´ pq!

dpg1,1,p
θ

dτ
˚

{

pt lnq`1´p
pt1{rqqθ

defines an actual solution of the equation pDpypτq “ 0 and the same arguments
as the case q “ 1 show it is summable-resurgent. Note that the convolution
products make sense since all the terms are integrable at 0. Indeed, pg1,1,p

θ

(hence, its derivative too) admits an asymptotic expansion at 0 in Crrτ ss
and {

pt lnq`1´p
pt1{rqqθ P Crln τ s (see Section 4.1). Note also that all these

convolution products belong to RessumΩ1,r0
. Indeed, we have pg1,1,p

θ P RessumΩ1,r0
for all p ď q by hypothesis and the space RessumΩ1,r0

is stable under derivation
and convolution by an element of Oď1prCq. In particular, this proves that
pg1,1,q`1
θ satisfies Theorem 3.3, which completes the proof. �

Proof of Theorem 3.6. — The proof of Theorem 3.6 we propose here
is based on Écalle–Malgrange’s theorem [22, Thm. 2.2] which asserts that
the Borel transformation Bextθ defines an isomorphism(7) (with inverse Lextθ )

from the space SolpDq of solutions of equation Dyptq “ 0 to the space
∇

Mp pDq

of micro-solutions of equation pDpypτq “ 0 at its various singular points, that
is at the points of Ω1 (see property pP1q above). Recall that a micro-solution

of pD at ω P Ω1 is a singularity
∇
h P Cω satisfying pD

∇
h “ 0 in Cω.

In our case, this theorem reads as follows.

Proposition 4.7 (Écalle–Malgrange). — Let v P t1, . . . , ru, ` P

t1, . . . , Ju and q P t1, . . . , n`u. Then, the singularity ∇
zv,`,qθ :“ Bextθ pzv,`,qθ q is

(7) In [22], B. Malgrange formulates actually this theorem, not in terms of Borel trans-
formation, but in terms of Fourier (= Laplace) transformation.
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a micro-solution of pD at the point a`,r P Ω1. Moreover, denoting by
∇

Mωp pDq

the space of micro-solutions of pD at ω P Ω1, we have
∇

Mωp pDq “ vect
´

∇
zv,`,qθ , v “ 1, . . . , r, q “ 1, . . . , n`

¯

`;q`p1{xqPFr1pωq
.

The following lemma precises the structure of singularities ∇
zv,`,qθ .

Lemma 4.8. — Let v P t1, . . . , ru, ` P t1, . . . , Ju and q P t1, . . . , n`u.
Let ω “ a`,r. According to Definition 3.5, polynomial q`p1{xq reads as

q`

ˆ

1
x

˙

“ ´
ω

xr
` q1,ω;k

ˆ

1
x

˙

with a suitable k in t1, . . . , s1,ωu (indeed, we have q`p1{xq P Fr1pωq). Then,

‚ Case ω with a good front: ∇
zv,`,qθ P

∇
N ils-resΩ1´ω,0 f

∇
eq1,ω;kp1{pµv´1t1{rqq

|ω,

‚ Case ω with a bad front: ∇
zv,`,qθ P

∇
Dets-resΩ1´ω,r0

f
∇
eq1,ω;kp1{pµv´1t1{rqq

|ω,

where, as before, we set µ “ e´2iπ{r.

Proof of Lemma 4.8. — According to Proposition 4.4, zv,`,qθ reads as

zv,`,qθ ptq “ hv,`,qθ ptqeq1,ω;kp1{pµv´1t1{rqqe´ω{t

with

hv,`,qθ ptq :“
r
ÿ

u“1

q
ÿ

p“1
µpv´1qpλ`´u`1qgu,`,pθ ptqt

λ`´u`1
r

lnq´ppµv´1t
1
r q

pq ´ pq! .

Moreover, due to the definition of the gv,`,qθ ’s (see Section 4.2), Theorem 3.3
implies that their Borel transforms pgv,`,qθ are summable-resurgent with sin-
gular support Ω`, 0 if ω has a good front and with singular support Ω`,r0
otherwise. In particular, Proposition 4.3(1a) tells us that

∇
hv,`,qθ P

∇
N ils-resΩ`,0

when ω has a good front.

When ω has a bad front, we proceed as follows. Let us first observe
that, besides the summable-resurgence, the proof of Theorem 3.3 allows also
to prove that the pg1,1,q

θ ’s are of finite determination at 0 (indeed, D is a
linear differential operator with coefficients in O). Thereby, pF ‚;1,1θ (hence,
pF ‚;v,1θ for all v “ 1, . . . , r too) is of finite determination at 0. Using then the
transformation Y ÞÑ x´λ`e´q`p1{xqY on initial system (A) and proceeding
as above, we easily check that all the pF ‚;v,`θ are of finite determination at
0, so are all the pgv,`,qθ (recall we have G‚;v,`θ “ M´1F ‚;v,`θ with M´1

ptq P
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GLrnpCtturt´1sq). Consequently, Proposition 4.3(2) applies and implies that
∇
hv,`,qθ P

∇
Dets-resΩ`,r0

.

To complete the proof, it is sufficient to apply Bextθ on zv,`,qθ and to
remark, on one hand, that Ω` “ Ω1 ´ ω and, on the other hand, that
Bextθ pe´ω{tq is the translation by ω. �

In particular, Proposition 4.7 and Lemma 4.8 allow us to make explicit
the general form of all the micro-solutions of pD. More precisely, due to the
definition of the front Fr1pωq of ω P Ω1 (see Definition 3.5), we have the
following.

Lemma 4.9. — Let ω P Ω1 and
∇
h P

∇
Mωp pDq a micro-solution of pD at ω.

(1) Suppose that ω has a good front. Let

Q1,ω “

"

q1,ω

ˆ

1
µv´1t1{r

˙

; v “ 1, . . . , r
*

with µ “ e´2iπ{r. Then

∇
h P

ÿ

qPQ1,ω

∇
N ils-resΩ1´ω,0 f

∇
eq |ω.

(2) Suppose that ω has a bad front. Let

Q1,ω “

"

q1,ω;k

ˆ

1
µv´1t1{r

˙

; k “ 1, . . . , s1,ω and v “ 1, . . . , r
*

with µ “ e´2iπ{r. Then

∇
h P

ÿ

qPQ1,ω

∇
Dets-resΩ1´ω,r0

f
∇
eq |ω.

We are now able to prove Theorem 3.6. Recall that it is sufficient to prove
that the pg1,1,q

θ with q “ 1, . . . , n1 satisfy the same statement as pF ‚;1,1θ . To
do that, we shall proceed, as in the proof of Theorem 3.3, by induction on
q. Let ω P Ω1 and let γ be a path in CzΩ1 starting at a point of Σ1,1

θ and
ending in a neighborhood of ω. As before, we denote by pg1,1,q

θ;ω,γ the analytic
continuation of pg1,1,q

θ along γ and by ∇
g1,1,q
θ;ω,γ :“ canppg1,1,q

θ;ω,γq the singularity at
ω defined by pg1,1,q

θ;ω,γ .
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For q “ 1, we saw in the proof of Theorem 3.3 that pg1,1,1
θ is a solution of

pDpypτq “ 0 defined and holomorphic on Σ1,1
θ . Thereby, its analytic continu-

ation pg1,1,1
θ;ω,γ yields a micro-solution ∇

g1,1,1
θ;ω,γ of pD at ω and the result follows

from Lemma 4.9.

Let us now suppose that, for a certain q P t1, . . . , n1´ 1u, Theorem 3.6 is
valid for any pg1,1,p

θ with p P t1, . . . , qu. As in the case q “ 1, we first derive
from the proof of Theorem 3.3 that the function

pg1,1,q`1
θ;ω,γ `

q
ÿ

p“1

1
pq ` 1´ pq!

dpg1,1,p
θ;ω,γ

dτ
˚

{

pt lnq`1´p
pt1{rqqθ

yields a micro-solution of pD at ω. Moreover, due to our hypothesis and
Lemma 4.9, this micro-solution has the same general structure as all
the singularities ∇

g1,1,p
θ;ω,γ for p “ 1, . . . , q (which is, of course, of one of the

two forms given in Lemma 4.9). Applying then Proposition 4.2 (indeed,
{

pt lnq`1´p
pt1{rqqθ P Crτν , pln τqssνPC,sPN), we easily check that this common

structure is transmitted to the singularity ∇
g1,1,q`1
θ;ω,γ . Hence, our result, which

completes the proof of Theorem 3.6. �

5. Application to the effective calculation of some highest level’s
Stokes multipliers

In this section, we propose to apply the results of Section 3 to the ef-
fective calculation of highest level’s Stokes multipliers of initial system (A)
(see Definition 5.3 below for their exact definition). More precisely, we pro-
pose to make explicit highest level’s connection-to-Stokes formulæ for some
geometric configurations of highest level’s Stokes values of rF pxq, general-
izing thus formulæ already displayed by M. Loday-Richaud and the author
in [19, 31, 32] for systems with a single level or for the lowest level of systems
with multi-levels.

As we said in Section 4 above, we can restrict ourselves to the highest
level’s Stokes multipliers associated with the first column-block rF ‚;1pxq of
rF pxq, which we denote from now on by rfpxq. Furthermore, for notational
convenience, we assume again q1 ” 0 and λ1 “ 0, conditions which can be
always fulfilled by means of the transformation Y ÞÝÑ x´λ1e´q1p1{xqY on
initial system (A).

Finally, we write as before the polynomials qjp1{xq in the form

qj

ˆ

1
x

˙

“ ´
aj,r
xr

´
aj,r´1

xr´1 ´ ¨ ¨ ¨ ´
aj,1
x

with aj,k P C for all k.
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Before starting the calculations, let us first begin by some reminders
about the Stokes phenomenon and the Stokes–Ramis matrices.

5.1. Stokes phenomenon and Stokes–Ramis matrices

Let θ P R{2πZ be a direction and θ‹ its principal determination in
s´2π, 0s (cf. footnote 6). When θ is not an anti-Stokes direction of rF pxq (see
Definition 2.3), the theory of multisummability [2, 3, 11, 16, 17, 18, 23, 25]
tells us that rF pxq is r-summable in direction θ with r “ pr1 ă ¨ ¨ ¨ ă rp “ rq

the p-tuple of all the levels of rF pxq (see Notation 2.4). Then, denoting its
sum by Fθpxq, one can define the sum Yθpxq of the formal fundamental so-
lution rY pxq in direction θ by setting Yθpxq :“ FθpxqY0;θ‹pxq, where Y0;θ‹pxq

is the actual analytic function Y0;θ‹pxq “ xLeQp1{xq defined by the choice
argpxq » θ‹.

Stokes phenomenon. Let us now suppose that θ is an anti-Stokes direc-
tion of rF pxq. For η ą 0 small enough, rF pxq is r-summable in every direction
of sθ ´ η, θ ` ηr ztθu. One can then define the two lateral sums Fθ´pxq and
Fθ`pxq of rF pxq in direction θ as the respective analytic continuations of the
sums Fθ1pxq and Fθ2pxq with any θ1 P sθ´ η, θr and θ2 P sθ, θ` ηr. In partic-
ular, they are defined on a common sector with vertex 0, bisected by θ and
opening π{r [25].

The Stokes phenomenon of system (A) stems from the fact that the
sums Fθ´ and Fθ` are not analytic continuations from each other in gen-
eral. This defect of analyticity is quantified by the collection of Stokes–
Ramis automorphisms Stθ‹ : Yθ` ÞÝÑ Yθ´ for all the anti-Stokes directions
θ P R{2πZ of rF pxq, where Yθ˘ denote the lateral sums of rY pxq at θ defined
by Yθ˘pxq “ Fθ˘pxqY0;θ‹pxq for argpxq » θ‹.

Stokes–Ramis matrices.The Stokes–Ramis matrices(8) are then de-
fined as matrix representations of the Stθ‹ ’s in GLnpCq. More precisely, one
has the following.

Definition 5.1 (Stokes–Ramis matrix). — One calls Stokes–Ramis ma-
trix associated with rY pxq in direction θ the matrix of Stθ‹ in the basis Yθ` .

(8) In the literature, a Stokes matrix has a more general meaning where one allows to
compare any two asymptotic solutions whose domains of definition overlap. According to
the custom initiated by J.-P. Ramis [30] in the spirit of Stokes’ work, we exclude this case
here. We consider only matrices providing the transition between the sums on each side
of a same anti-Stokes direction.
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We still denote it by Stθ‹ ; it is uniquely determined by the relation

Yθ´pxq “ Yθ`pxqStθ‹ for argpxq » θ‹. (5.1)

Let us now split Stθ‹ “ rStj;`θ‹ s into blocks fitting to the Jordan block-
structure of matrix L of exponents of formal monodromy (for j, ` “ 1, . . . , J ,
the matrix Stj;`θ‹ has size nj ˆ n`). Then Stj;jθ‹ “ Inj and Stj;`θ‹ “ 0 if θ is
not a direction of maximal decay of polynomial qj ´ q`, i.e. is not an anti-
Stokes direction of rF ‚;`pxq. Otherwise, the entries of Stj;`θ‹ are called Stokes
multipliers of rF ‚;`pxq in direction θ.

Factorization of Stokes–Ramis matrices.The factorization of ma-
trices Stθ‹ by levels was first proved by J.-P. Ramis in [29, 30] by using
the factorization theorem of rF pxq; a quite different proof based on Stokes
cocycles and mainly algebraic was given later by M. Loday-Richaud in [16].

Theorem 5.2 (Factorization of Stθ‹ , [16, 29, 30]). — With notations as
above, the Stokes–Ramis matrix Stθ‹ can be written as

Stθ‹ “ Str1;θ‹ . . . Strp;θ‹ , Strk;θ‹ “ rSt
j;`
rk;θ‹s P GLnpCq

where, for all k “ 1, . . . , p, Stj;jrk;θ‹ “ Inj and Stj;`rk;θ‹ “ 0 if θ is not a
direction of maximal decay of qj ´ q` or rj,` ‰ rk (recall that rj,` denotes the
degree of polynomial qj ´ q` ı 0 , see Definition 2.1).

Definition 5.3 (Stokes multipliers of level rk). — Let k P t1, . . . , pu.

(1) The matrix Strk;θ‹ is called Stokes–Ramis matrix of level rk associ-
ated with rY pxq in direction θ.

(2) When θ is a direction of maximal decay of qj ´ q` and rj,` “ rk, the
entries of Stj;`rk;θ‹ are called Stokes multipliers of level rk of rF ‚;`pxq
in direction θ.

Recall that a relation similar to (5.1) can be written for each Stokes–
Ramis matrix Strk;θ‹ by replacing the lateral sums Yθ` and Yθ´ by suitable
“generalized” sums of rY pxq at θ [25, Thm. 9, p. 366].

As we said at the beginning of Section 5, we are interested here below
just in the highest level’s Stokes multipliers (= the Stokes multipliers of
level rp “ r) of rfpxq, that is, in the Stokes multipliers located at the first
column-block St‚;1r;θ‹ of Str;θ‹ , which we denote below by str;θ‹ .
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5.2. Highest level’s Stokes multipliers and rank reduction

According to the normalization q1 ” 0 and Definition 2.1, the highest
level’s anti-Stokes directions of rfpxq are all the directions of maximal decay
of exponentials eqjp1{xq with polynomials qj of degree r, i.e. all the collections
of the r directions θ0, θ1, . . . , θr´1 P R{2πZ regularly distribued around the
origin x “ 0 which are given by the r-th roots of the highest level’s Stokes
values aj,r ‰ 0 of rfpxq.

Let us now choose such a collection pθkq and suppose, to fix ideas, that
their principal determinations θ‹k P s´2π, 0s satisfy ´2π ă θ‹r´1 ă ¨ ¨ ¨ ă

θ‹1 ă θ‹0 ď 0.

As before, we denote by Ω˚1 the set of all the highest level’s Sokes values
of rfpxq. We also denote θ :“ rθ0 and Ω˚1;θ the set of the Stokes values of Ω˚1
with argument θ.

By construction, θ is a highest level’s anti-Stokes direction (= anti-Stokes
direction of level 1) of rF ‚;1,1ptq :“ rfptq. Then, applying [17, Prop. 4.2]
and the generalized multisummability theorem due to J. Martinet and J.-
P. Ramis [25, Thm. 9, p. 366], one can relate the highest level’s Stokes–Ramis
matrices pStr;θ‹

k
qk“0,...,r´1 to the highest level’s Stokes–Ramis matrix asso-

ciated with rY ptq in direction θ. More precisely, using the Balser–Tougeron
theorem [1] (see also [18, Thm. 7.4.5]), we have the following.

Proposition 5.4. — Let η ą 0 be small enough so that

‚ rF ptq is summable in every direction of rθ ´ η,θ ` ηsztθu,
‚ Σv,`θ´η X r0,8eipθ`ηqr‰ H for all v P t1, . . . , ru and ` P t1, . . . , Ju.

Then, for argptq » θ‹,

Lθ´ppF θ´qptqY 0;θ‹ptq “ Lθ`ppF θ´qptqY 0;θ‹ptq

˜

r´1
à

k“0
Str;θ‹

k

¸

, (5.2)

where θ˘ :“ θ˘ η, Lθ˘ denotes the Laplace transformation in direction θ˘,
pF θ´ :“

”

pF ‚;v,`
θ´

ı

and where Y 0;θ‹ptq is the actual analytic function defined

from rY 0ptq (see page 650) by the choice of argptq.

Let us now write the Stokes–Ramis matrices Str;θ‹
k
in the form Str;θ‹

k
“

In`Cr;θ‹
k
(hence, Cj;jr;θ‹

k
“ 0 and Cj;`r;θ‹

k
“ Stj;`r;θ‹

k
if j ‰ `). Then identity (5.2)

has the following “additive” form:

pLθ´ ´ Lθ`qppF θ´qptq “ Lθ`ppF θ´qptqY 0;θ‹ptq

˜

r´1
à

k“0
Cr;θ‹

k

¸

Y ´1
0;θ‹ptq, (5.3)

– 672 –



Resurgence and highest level’s connection-to-Stokes formulæ

where Y ´1
0;θ‹ptq is the rnˆ rn-matrix defined by

1
r

»

—

—

–

pt´
1
r q

Λ0e´Q0ptq pt´
1
r q

Λ1e´Q0ptq ¨ ¨ ¨ pt´
1
r q

Λr´1e´Q0ptq

pµt´
1
r q

Λ0e´Q1ptq pµt´
1
r q

Λ1e´Q1ptq ¨ ¨ ¨ pµt´
1
r q

Λr´1e´Q1ptq

...
...

. . .
...

pµr´1t´
1
r q

Λ0e´Qr´1ptq pµr´1t´
1
r q

Λ1e´Qr´1ptq ¨ ¨ ¨ pµr´1t´
1
r q

Λr´1e´Qr´1ptq

fi

ffi

ffi

fl

.

Recall that µ “ e´2iπ{r, Qkptq “ Qp1{pµkt1{rqq and Λk :“ L´ kIn.
Notation 5.5. — In the sequel, we shall use the following notations.

‚ Given a matrix M of size nˆm with m ě 1, we split M into J row-
blocks M j;‚, j “ 1, . . . , J , of size nj ˆm according to the Jordan
block-structure of matrix L of exponents of formal monodromy.

‚ Given a matrix M of size rnˆm with m ě 1, we first split M into
r row-blocks Mu;‚, u “ 1, . . . , r, of size nˆm; then, each Mu;‚ into
J row-blocks Mu,j;‚ of size nj ˆm as above.

The following Proposition 5.6 stems from the restriction of identity (5.3)
to the first column-block and allows to relate the highest level’s Stokes mul-
tipliers str;θ‹

k
of rfpxq to the summable-resurgent function pfθ´pτq.

Proposition 5.6. — Let η ą 0 be as in Proposition 5.4 and θ˘ “ θ˘η.
Then, for argptq » θ‹,

pLθ´ ´ Lθ`qppfθ´qptq “ Lθ`ppF θ´qptqMθ‹ptq, (5.4)
where Mθ‹ptq is the rnˆ n1-matrix defined, for all u and j, by

Mu,j;‚
θ‹ ptq “

$

’

&

’

%

1
r

r´1
ÿ

k“0
pµkt

1
r qΛj,u´1stj;‚r;θ‹

k
pµkt

1
r q´Jn1 eqjp1{pµ

kt1{rqq if aj,r P Ω˚1;θ

0 otherwise

with Λj,u´1 :“ pλj ´ u` 1qInj ` Jnj . Recall that µ “ e´2iπ{r.

Note that the left hand-side of (5.4) can be read as the Laplace integral

pLθ´ ´ Lθ`qppfθ´qptq “
ż

γ1
θ

pfθ´pτqe
´τ{tdτ, (5.5)

where γ1θ is a Hankel type path going along the straight line r0,8eiθr from
infinity to 0 and back to infinity passing positively all singular points of
Ω˚1;θ on both ways. Thereby, using the summable-resurgence of pfθ´pτq (see
Theorem 3.3), we shall now be able to relate the Stokes multipliers stj;‚r;θ‹

k
of

rfpxq to the singularities of pfθ´pτq at its various singular points ω P Ω˚1;θ.

Let us first begin by introducing the notion of principal singularity of
pfθ´pτq.
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Figure 5.1. A path γ`τ0,ω when Σ1,1
θ´

is a sector with opening ă 2π

5.3. Principal singularity

Let ω P Ω˚1;θ. As we said at the beginning of Section 3.2.2, the singular-

ity
∇
fθ´;ω,γ of pfθ´pτq at ω depends on the chosen path γ for the analytic

continuation of pfθ´pτq and meanwhile, on the chosen determination of the
argument around ω.

Here below, we consider a path γ`τ0,ω defined as follows:

‚ τ0 is a point of Σ1,1
θ´
X r0,8eiθr (9) , which is also assumed in the

first sheet of rRΩ1 when Σ1,1
θ´

is a sector with opening ě 2π,
‚ γ`τ0,ω is a path starting at τ0, going along the straight line r0, ωs to
a point τ close to ω and avoiding all points of Ω˚1;θ X r0, ωs to the
right as shown on Figure 5.1 below,

‚ we choose as before the principal determination of the variable τ
around ω in s´2π, 0s.

The analytic continuation pfθ´;ω,` :“ pfθ´;ω,γ`τ0,ω
is called right analytic

continuation of pfθ´ at ω. Note that it does not depend on the choice of τ0.
The principal singularity of pfθ´ at ω is then defined as follows.

Definition 5.7 (Principal singularity). — We call principal singularity

of pfθ´ at ω the singularity
∇
fθ´;ω,` defined by the right analytic continuation

pfθ´;ω,` of pfθ´ at ω. A major qfθ´;ω,` of
∇
fθ´;ω,` is called principal major.

(9) The existence of such a point τ0 stems from the choice of η which implies
ř1,1
θ´
Xr0,8eipθ`ηqr‰ H and, consequently,

ř1,1
θ´
Xr0,8eiθr‰ H (see Proposition 5.4).
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5.4. Highest level’s Stokes multipliers vs principal singularities in
a case of a GG-Configuration

The relations between the highest level’s Stokes multipliers of rfpxq and
the principal singularities of pfθ´pτq at its various singular points of Ω˚1;θ
(and, consequently, the highest level’s connection-to-Stokes formulæ in view
in this section; see Section 5.5, Theorem 5.15) strongly depend on the nature
and on the geometric configuration of the elements of Ω˚1;θ. Henceforth, in
the rest of the article, we restrict ourselves to the following Good Geometric
Configuration (in short, GG-Configuration).

Definition 5.8 (GG-Configuration). — The set Ω˚1;θ is said to have a
GG-Configuration when all its elements have a good front.

Note in particular that this condition implies the following property.

pPq: For all ω P Ω˚1;θ, the front Fr1pωq is a singleton
"

´
ω

xr
` q1,ω

ˆ

1
x

˙*

with a suitable polynomial q1,ωp1{xq in 1{x of degree ă r.

Let us now turn to identity (5.4) of Proposition 5.6.

Without changing the value of the integral (5.5) (use the summable-resur-
gence of pfθ´ ; see Theorem 3.3), the path γ1θ can be deformed into a union
γ1θ “

Ť

ωPΩ˚1;θ
γ1θpωq of Hankel type paths γ1θpωq with asymptotic direction θ

around each Stokes value ω P Ω˚1;θ. Hence, by means of a translation from
ω to 0 and by replacing pfθ´ by one of its principal majors qfθ´;ω,` at each
ω P Ω˚1;θ, the following identity holds

pLθ´ ´ Lθ`qppfθ´qptq “
ÿ

ωPΩ˚1;θ

e´ω{tLextθ`
´

qfθ´;ω,`pω ` τq
¯

ptq, (5.6)

where Lext
θ`

denotes the Laplace transformation in direction θ` defined in
Proposition 4.1 and where Theorem 3.6 implies

can
´

qfθ´;ω,`pω ` τq
¯

P

r
ÿ

v“1

∇
N ils-resΩ1´ω,0 f

∇
eq1,ωp1{pµ

v´1t1{rqq.

On the other hand, the right hand side of identity (5.4) can be written
in form similar to (5.6):

Lθ`ppF θ´qptqMθ‹ptq “
ÿ

ωPΩ˚1;θ

e´ω{tMθ‹;ωptq
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with
Mθ‹;ωptq :“

r
ÿ

v“1

ÿ

`;q`p1{xqPFr1pωq
Lθ`ppF

‚;v,`
θ´

qptqSω,v,`

and

Sω,v,` :“ 1
r

r´1
ÿ

k“0
pµkt

1
r qΛ`,v´1st`;‚r;θ‹

k
pµkt

1
r q´Jn1 eq1,ωp1{pµ

kt1{rqq.

Moreover, for any ω P Ω˚1;θ and any ` such that q`p1{xq P Fr1pωq, property
pPq implies that rF ‚;`pxq has the unique level r. Thereby, due to Theorem 3.3
and Balser–Tougeron theorem, rF ‚;v,`ptq is 1-summable in direction θ` for
all v “ 1, . . . , r and its 1-sum coincides with Lθ`ppF

‚;v,`
θ´

qptq.

Hence, by applying a method similar to the one of [19, Prop. 4.1] (see
also [32, § 4.3]), we obtain the following result.

Proposition 5.9. — Let η ą 0 be as in Proposition 5.4 and θ˘ “ θ˘η.
Let ω P Ω˚1;θ. Then, the identity

Lextθ`
´

qfθ´;ω,`pω ` τq
¯

ptq “Mθ‹;ωptq (5.7)

holds for argptq » θ‹.

Remark 5.10. — When Ω˚1;θ has not a GG-Configuration, that is Ω˚1;θ
has (at least) one Stokes value with a bad front, it seems that Proposition 5.9
above is still valid. Nevertheless, we will not treat this case in this article
because calculations become much more complicated. Indeed, these Stokes
values having no longer a good front, the corresponding singularities are no
longer in the Nilsson class and the corresponding column-blocks rF ‚;v,`ptq
are no longer 1-summable, but multisummable. This will be studied in great
details in a further article.

We are now able to state the highest level’s connection-to-Stokes formulæ
considered this section.

5.5. Highest level’s connection-to-Stokes formulæ in a case of a
GG-Configuration

In this section, we fix η ą 0 as in Proposition 5.4 and we denote θ˘ “ θ˘η
as before.

Let us now choose a Stokes value ω P Ω˚1;θ. According to our assumption
of GG-Configuration, ω has a good front. Moreover, applying if needed the
following technical lemma due to M. Loday-Richaud, we can also suppose
that ω has actually a good monomial front.
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Lemma 5.11 (M. Loday-Richaud, [15]). — Let qωp1{xq the unique ele-
ment of the front Fr1pωq of ω. Then,

(1) there exists a change of the variable x of the form

x “
y

1` α1y ` ¨ ¨ ¨ ` αr´1yr´1 , α1, . . . , αr´1 P C (5.8)

such that the polar part of qωp1{xpyqq reads as ´ω{yr,
(2) the Stokes–Ramis matrices (hence, the highest level’s Stokes–Ramis

matrices) of system (A) are preserved by the change of variable (5.8).

Note that, although Lemma 5.11 is proved in [15] in the case of systems of
dimension 2 (hence, with a single level), it can be extended to any system of
dimension ě 3. Indeed, the change of variable (5.8) being tangent to identity,
it “preserves” levels, Stokes values and summation operators.

Let us now introduce the connection constants of pfθ´pτq at ω.

Connection constants.As we saw in Theorem 3.6, the principal singu-
larity of pfθ´pτq at ω belongs to the Nilsson class

∇
N ils-resΩ1´ω,0|ω. The following

proposition gives us a much more precise description.

Proposition 5.12 (Principal singularity with a good monomial front).
The principal singularity of pfθ´pτq at ω admits a major qfθ´;ω,` of the form

qfu,j;‚
θ´;ω,`pω ` τq “ τ

λj´u`1
r ´1τ

Jnj
r Ku,j;‚

ω‹,`τ
´
Jn1
r ` remu,j;‚

ω‹,`pτq

for all u “ 1, . . . , r and j “ 1, . . . , J with a remainder

remu,j;‚
ω‹,`pτq :“

ÿ

`;q`p1{xqPFr1pωq

r
ÿ

v“1
τ
λ`´v`1

r Ru,j;‚
λ`,v;ω‹,`pln τq

where

‚ Ku,j;‚
ω‹,` denotes a constant nj ˆ n1-matrix such that Ku,j;‚

ω‹,` “ 0 as
soon as qjp1{xq R Fr1pωq,

‚ Ru,j;‚
λ`,v;ω‹,`pXq denotes a njˆn1-polynomial matrix with coefficients

in RessumΩ1´ω,0 whose the columns are of log-degree

N r`s “

$

&

%

”

pn` ´ 1q pn` ´ 1q ` 1 ¨ ¨ ¨ pn` ´ 1q ` pn1 ´ 1q
ı

if λ` ‰ 0
”

n` n` ` 1 ¨ ¨ ¨ n` ` pn1 ´ 1q
ı

if λ` “ 0.

Proof. — It is sufficient to apply the Borel transformation Bext
θ`

to iden-
tity (5.7) and to observe that normalizations pN1q´pN2q imply, on one hand,
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rF ‚;v,`ptq “ I‚;v,`rn ` Optq and, on the other hand, that the eigenvalues λj of
matrix L of exponents of formal monodromy do not differ from an integer.
Proposition 5.12 follows then from Proposition 4.3(1). Calculations are left
to the reader. �

Remark 5.13. — Like Proposition 5.9 (see Remark 5.10), it seems that
Proposition 5.12 above is also still valid when Ω˚1;θ has Stokes values with a
bad front. As before, we refer to a further article for more details.

The connection constants of pfθ´pτq at ω are then defined as follows.

Definition 5.14 (Connection constants). — We call connection con-
stants of pfθ´ at ω all the nontrivial entries of matrices Ku,j;‚

ω‹,`.

Note that, in practice, the matrix Ku,j;‚
ω‹,` can be determined as the coef-

ficient of the monomial τ pλj´u`1q{r´1 in the major qfu,j;‚
θ´;ω,` pω ` τq.

Highest level’s connection-to-Stokes formulæ.We are now able to
state the main result of this section.

Theorem 5.15 (Highest level’s connection-to-Stokes formulæ). — Let
j P t1, . . . , Ju be such that qjp1{xq P Fr1pωq. Then the data of the high-
est level’s Stokes multipliers pstj;‚r;θ‹

k
qk“0,...,r´1 of rfpxq and the data of the

connection constants pKu,j;‚
ω‹,`qu“1,...,r of pfθ´pτq at ω are equivalent and are

related, for all k “ 0, . . . , r ´ 1, by the relations

stj;‚r;θ‹
k
“

r
ÿ

u“1
µkppu´1qInj´LjqIu,j;‚ω‹ µkJn1 (5.9)

where µ “ e´2iπ{r, Lj “ λjInj ` Jnj is the j-th Jordan block of matrix L
and where Iu,j;‚ω‹ is the integral

Iu,j;‚ω‹ :“
ż

γ0

τ
λj´u`1

r ´1τ
Jnj
r Ku,j;‚

ω‹,`τ
´
Jn1
r e´τdτ (5.10)

with γ0 a Hankel type path around the nonnegative real axis R` with argu-
ment from ´2π to 0.

Theorem 5.15 is derived from Propositions 5.9 and 5.12 and from Propo-
sition 4.3(1b). The proof is similar to the ones detailed in [19, § 4.3] and [32,
§ 4.3] and is left to the reader.

Observe that relation (5.9) is similar to the one obtained in [32] for sys-
tems with a unique level. In particular, an expanded form providing each
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entry of formula (5.9) can be found in [32, Cor. 4.6]. This can be useful for
effective numerical calculations. Here below, we recall this expanded form in
the special case where the matrix L of exponents of formal monodromy is
diagonal: L “ diagpλ1, . . . , λnq.

In this case, the matrices stj;‚r;θ‹
k
and Ku,j;‚

ω‹,` are reduced to just one en-
try which we respectively denote stjr;θ‹

k
and Ku,j

ω‹,`. Then, identity (5.10)
becomes

ż

γ0

τ
λj´u`1

r ´1Ku,j
ω‹,`e

´τdτ “ 2iπ e´iπ
λj´u`1

r

Γ
´

1´ λj´u`1
r

¯Ku,j
ω‹,`

and the highest level’s connection-to-Stokes formulæ (5.9) become

stjr;θ‹
k
“ 2iπ

r
ÿ

u“1
µkpu´1´λjq e´iπ

λj´u`1
r

Γ
´

1´ λj´u`1
r

¯Ku,j
ω‹,` (5.11)

for all k “ 0, . . . , r ´ 1.

Effective calculation.Theorem 5.15 above tells us in particular that
the effective calculation of the highest level’s Stokes multipliers of rfpxq at
any Stokes value ω P Ω˚1;θ can be reduced, after applying Lemma 5.11 if
needed, to the effective calculation of the connection constants at ω. We
develop in this sense a numerical example in Section 5.6 below.

Before starting the calculations, let us first recall that, according to initial
normalizations pN1q´pN2q on initial system (A) (page 646), the matrix rfptq
is uniquely determined by the first n1 columns

rt2
df

dt
“ Aptqf ´ tfJn1 (AH)

of the homological system of the r-reduced system (A) jointly with the ini-
tial condition rfp0q “ Irn,n1 “ the first n1 columns of the identity matrix of
size rn (see [5]). Thereby, the sum pfθ´ itself is completely determined by
the convolution system (A˚H) deduced from (AH) by a Borel transforma-
tion. Note however that, in the special case where the matrix Apxq of initial
system (A) has rational coefficients, convolution system (A˚H) can actually
be replaced by a convenient linear differential system.
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5.6. Example

In this section, we consider the system

x3 dY

dx
“

»

—

—

–

0 0 0 0
x3 ix 0 0
x2 0 2` x2

2 0
x2 ´x2 x2 4

fi

ffi

ffi

fl

Y (5.12)

of dimension n “ 4 and rank r “ 2 together with its formal fundamental
solution rY pxq “ rF pxqxLeQp1{xq, where

‚ Q

ˆ

1
x

˙

“ diag
ˆ

0,´ i

x
,´

1
x2 ,´

2
x2

˙

, L “ diag
ˆ

0, 0, 1
2 , 0

˙

,

‚ rF pxq “

»

—

—

–

1 0 0 0
rf2pxq 1 0 0
rf3pxq 0 1 0
rf4pxq ˚ ˚ 1

fi

ffi

ffi

fl

satisfies rF pxq “ I4 ` Opx2q. More pre-

cisely,
$

’

&

’

%

rf2pxq “ ix2 ` 2x3 `Opx4q P x2Crrxss
rf3pxq “ ´ 1

2x
2 `Opx4q P x2Crrx2ss

rf4pxq “ ´ 1
4x

2 `Opx4q P x2Crrxss .
(5.13)

As before, we denote by rfpxq the first column of rF pxq. According to calcula-
tions above, system (5.12) has levels p1, 2q and the set of highest level’s Stokes
values of rfpxq is Ω˚1 “ t1, 2u. In particular, the highest level’s anti-Stokes
directions of rfpxq are given by the unique collection pθ0 “ 0, θ1 “ ´πq gener-
ated by τ “ 1 and τ “ 2 and the corresponding highest level’s Stokes–Ramis
matrices St2;θ‹

k
read as

St2;θ‹
k
“

»

—

—

–

1 0 0 0
0 1 0 0

st32;θ‹
k

0 1 0
st42;θ‹

k
˚ ˚ 1

fi

ffi

ffi

fl

, k “ 0, 1.

Furthermore, using notations as above, we have θ “ 2θ0 “ 0 and Ω˚1;0 “

Ω˚1 “ t1, 2u. Thereby, Ω˚1;0 has a GG-Configuration and τ “ 1 and τ “ 2
have both a good monomial front. Consequently, Theorem 5.15 applies and
tells us that the two highest level’s Stokes multipliers st32;0 and st32;´π (resp.
st42;0 and st42;´π) are expressed in terms of the connection constants K1,3

1,`

and K2,3
1,` (resp. K1,4

2,` and K2,4
2,`) of pf0´pτq at τ “ 1 (resp. τ “ 2). More
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precisely, since the matrix L is diagonal, identity (5.11) applies and implies
relations

st32;0 “
p1` iqπ

?
2

Γ
ˆ

3
4

˙ K1,3
1,` ´ p4´ 4iqΓ

ˆ

3
4

˙

K2,3
1,`,

st32;´π “
p´1` iqπ

?
2

Γ
ˆ

3
4

˙ K1,3
1,` ` p4` 4iqΓ

ˆ

3
4

˙

K2,3
1,`,

st42;0 “ 2iπK1,4
2,` ´ 4

?
πK2,4

2,`, st42;´π “ 2iπK1,4
2,` ` 4

?
πK2,4

2,`

(5.14)

(recall indeed that µ “ e´iπ since r “ 2). It remains to calculate the con-
nection constants. To do that, we proceed as follows.

Let us first observe that, according to the definition of rF ptq (see page 650)
and relations (5.13), rfptq is of the form

rfptq “

«

rf1ptq
rf2ptq

ff

with rf1ptq “

»

—

—

–

1
rf1,2ptq
rf1,3ptq
rf1,4ptq

fi

ffi

ffi

fl

and rf2ptq “

»

—

—

–

0
rf2,2ptq
rf2,3ptq
rf2,4ptq

fi

ffi

ffi

fl

,

the formal series rfu,jptq P tCrrtss satisfying
$

&

%

rf1,2ptq “ it`Opt2q, rf1,3ptq “ ´
1
2 t`Opt

2q, rf1,4ptq “ ´
1
4 t`Opt

2q,

rf2,2ptq “ 2t`Opt2q, rf2,3ptq “ 0, rf2,4ptq “ Opt2q.

Let us now apply relation (AH). Then rfptq is uniquely determined by
the system

2t2 df
dt
“

»

—

—

—

—

—

—

—

—

—

—

–

0 0 0 0 0 0 0 0
0 0 0 0 t2 it 0 0
t 0 2` t

2 0 0 0 0 0
t ´t t 4 0 0 0 0
0 0 0 0 ´t 0 0 0
t i 0 0 0 ´t 0 0
0 0 0 0 t 0 2´ t

2 0
0 0 0 0 t ´t t 4´ t

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

f
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together with the initial condition rfp0q “ I8,1 and, consequently, the rfu,jptq’s
are uniquely determined as formal series solutions of the following system
$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

2t2 d
rf1,2

dt
“ itrf2,2 , 2t2 d

rf2,2

dt
“ t` irf1,2 ´ trf2,2

2t2 d
rf1,3

dt
“ t`

ˆ

2` t

2

˙

rf1,3 , rf2,3 “ 0

2t2 d
rf1,4

dt
“ t´ trf1,2 ` trf1,3 ` 4rf1,4 , 2t2 d

rf2,4

dt
“ ´trf2,2 ` p4´ tqrf2,4

satisfying rfu,jptq “ Optq. This brings thereby us, after a Borel transforma-
tion, to the following properties.

‚ The formal Borel transforms pf1,2 and pf2,2 satisfy relations
$

’

’

’

&

’

’

’

%

pf2,2 “ ´2i d
dτ

´

τ pf1,2
¯

4τ2 d
2
pf1,2

dτ2 ` p14τ ` 1qd
pf1,2

dτ
` 6pf1,2 “ 0p˚q

Therefore, according to the Newton polygon at 0 of p˚q, pf1,2 (hence,
pf2,2) is 1-summable in any direction θ ‰ 0. In particular, functions
pfu,20´ ’s are given, for instance, by the 1-sums of pfu,2’s in direction 0.
Moreover, since 0 is the only singular point of p˚q, these functions
can be analytically continued on the whole Riemann surface rC of
the logarithm.

‚ pf2,3 “ pf2,3
0´ “ 0 and pf1,3 defines an analytic function at 0 which is

the unique solution of the differential equation

2pτ ´ 1qd
pf1,3

dτ
`

3
2
pf1,3 “ 0 , pf1,3p0q “ ´1

2 .

In particular, we have pf1,3 “ pf1,3
0´ and, for all |τ | ă 1,

pf1,3
0´ pτq “ ´

1
2 p1´ τq

´3{4.

‚ According to calculations above, the functions pf1,4
0´ and pf2,4

0´ are
uniquely determined by the differential equations
$

’

’

’

&

’

’

’

%

2pτ ´ 2q
dpf1,4

0´

dτ
` 2pf1,4

0´ “ ´
pf1,2

0´ `
pf1,3

0´ , pf1,4
0´ p0q “ ´

1
4

2pτ ´ 2q
dpf2,4

0´

dτ
` 3pf2,4

0´ “ ´
pf2,2

0´ , pf2,4
0´ p0q “ 0
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(recall indeed that the pfu,40´ ’s are continuous at 0 with pfu,40´ p0q “
pfu,4p0q). Then, since the homogeneous equations are analytic at
0 and since the functions on the right hand side are integrable at
0, Lagrange method (= variation of constant) tells us that, for all
|τ | ă 2,
$

’

’

&

’

’

%

pf1,4
0´ pτq “

1
τ ´ 2

ˆ

´
1
2 ` p1´ τq

1{4 ´
1
2

ż τ

0
pf1,2

0 pηqdη

˙

,

pf2,4
0´ pτq “

1
2 p2´ τq

´3{2
ż τ

0
pf2,2

0 pηqp2´ ηq1{2dη,

where the last integral can be written in the form
ż τ

0
pf2,2

0 pηqp2´ ηq1{2dη “ β ` p2´ τq3{2gpτq

with β P C and gpτq analytic at τ “ 2.

Hence, applying Definition 5.14, the connection constants Ku,3
1,` and Ku,4

2,`
are given by

K1,3
1,` “

1` i
2
?

2
K2,3

1,` “ 0 K1,4
2,` “ α K2,4

2,` “
iβ

2

with

α “ ´
1
2 `

?
2

2 ` i

?
2

2 ´
1
2

ż 2

0
pf1,2

0 pηqdη

and, consequently, identities (5.14) imply

st32;0 “
iπ

Γ
ˆ

3
4

˙ st32;´π “ ´
π

Γ
ˆ

3
4

˙

st42;0 “ 2i
?
πpα

?
π ´ βq st42;´π “ 2i

?
πpα

?
π ` βq

Note that, although system (5.12) may seem a little bit involved, it is
actually simple enough to allow exact calculations. This “simplicity” is due to
the fact that its matrix is triangular. Of course, such a case is anecdotal and,
in a more general situation, i.e. for systems for which the matrices are not
triangular, such exact calculations are not possible anymore. Nevertheless,
it is worth to be treated since it allows to easily illustrate formulæ (5.9).
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