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Macdonald formula for spherical functions
on affine buildings

A. M. Mantero(1), A. Zappa(2)

ABSTRACT. — In this paper we explicitly determine the Macdonald for-
mula for spherical functions on any locally finite, regular and affine Bruhat-
Tits building, by constructing the finite difference equations that must be
satisfied and explaining how they arise, by only using the geometric prop-
erties of the building.

RÉSUMÉ. — On détermine explicitement la formule de Macdonald pour
les fonctions sphériques sur tout immeuble de Bruhat-Tits localement fini,
régulier et affine en construisant d’une manière motivée les équations aux
différences finies qu’elles doivent satisfaire, n’utilisant que les propriétés
géométriques de l’immeuble.

1. Introduction

Let ∆ be a locally finite, regular, irreducible affine building and letH(∆)
be the vertex set Hecke algebra of the building, spanned by all averaging
operators acting on the space of all complex valued functions defined on
all special vertices of ∆. The spherical functions of the building are the
eigenfunctions of the algebra H(∆), whose values on any special vertex x
of ∆ depend only on the position of x, with respect to a fixed vertex e,
in any sector based on e and containing x. In the particular case when ∆
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is the linear building associated to a group G of p-adic type, with a max-
imal compact subgroup K, then the subalgebra H0(∆) of H(∆), spanned
by averaging operators acting on the space of all complex valued functions
defined on type 0 special vertices, is isomorphic to the commutative convo-
lution algebra L(G,K); moreover the restriction of the spherical functions
to all type 0 vertices of ∆ are the zonal spherical functions on G relative
to K considered by Macdonald in [5]. In this paper the author first present
the so-called Macdonald formula for the spherical functions. The presen-
tation is clear and accurate and everything is explained in terms of p-adic
matrix groups. This omits the case of two dimensional exotic buildings and
to some minor extent obscures the essentially building theoretic nature of
all the arguments.

Besides the original derivation of Macdonald, there are many proofs of
the Macdonald formula, each with different approaches. There are also many
algebraic proofs which are more general than both the group approaches and
the building approaches because they make sense for an arbitrary spherical
Hecke algebra in the sense of Ram [12] (see for example the paper [9] of
Opdam). In this context the Macdonald formula is an explicit formula for
the image of certain natural basis elements of the spherical Hecke algebra
under the Satake isomorphism.

In this paper we provide a systematic derivation of the Macdonald for-
mula for spherical functions on an arbitrary (locally finite, regular, irre-
ducible) affine building, taking more advantage of the geometrical proper-
ties of the building. This makes the arguments group independent. In fact
the aim of the paper is to present a proof of the results which puts the
geometry of the building front and center. We must confess that we have
never deeply understood the motivation for the calculations of Macdonald’s
presentation in his Sections 4.3, 4.4 and 4.5. For this reason we wished to
explain the results in such a way that the reader can understand how he
might have calculated and proved them himself.

We give a proof in the fashion of Macdonald’s original proof, in the sense
that we start with a formula for the spherical functions as an integral over
the maximal boundary Ω of ∆ of the Poisson kernel associated to a conve-
nient character and convert it into a sum of rational functions, obtaining
the Macdonald formula. More precisely, we express the spherical function
corresponding to a non-singular character χ as a linear combination of the
functions χw,w ∈ W. The basic tool used to obtain this formula is the
construction of a diagonalizable triangular matrix Tλ, of order d = |W|, for
every dominant coroot λ, which is diagonalizable by a unique matrix, inde-
pendent of λ. This matrix codifies the algorithm for computing the values of
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the spherical function on vertices x ∈ Vλ(e), through the explicit knowledge
of the entries on the principal diagonal of the matrix.

The next step is to investigate in depth the geometric structure of the
building and use it to work out convenient finite difference equations which
enable one to calculate exactly the coefficients in the above linear combina-
tion. The main idea to construct and solve the finite difference equations is
the introduction of the α-boundary and the decomposition of the maximal
boundary in terms of this α-boundary and the boundary of a tree at infinity;
this reduces things to the case of a tree.

For everything that concerns notation and basic facts that we use in
this paper, about both the geometric structure of affine buildings and their
boundary and about the operator algebra and its eigenvalues, we refer to
[8], where these subjects are developed in full detail (see also [10]).

In [11] J. Parkinson independently proves the formula in the general
context, using a different approach. His approach, which makes crucial use
of [6], is just as geometric as ours. We cannot reasonably claim that our
approach, arrived at independently, will be easier to follow for all readers,
but it may be easier for some of them.

In [7] and in [1] the formula for the spherical functions has been cal-

culated in the case of an affine building of type Ã2. In [2] D. Cartwright

generalizes the formula for an affine building of type Ãn.

The approach presented here was suggested to us by Tim Steger, who
also provided assistance with a few of the details.

2. Notations and definitions

In this section we collect all basic definitions and notation about affine
buildings and its boundaries. We refer the reader to [8] for an exhaustive
exposition of this argument. We also notice the paper [10] for a similar
presentation.

2.1. Affine buildings

We denote by ∆ a Bruhat-Tits affine building of rank n+1, n � 1. Then
∆ is a simplicial complex of rank n which can be expressed as the union of
subcomplexes A, called apartments, such that
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• each apartment is isomorphic to the Coxeter complex of an affine
reflection group W ;

• for any two simplices of ∆ there is an apartment containing both of
them;

• any pair of apartments containing two simplices are isomorphic, through
an isomorphism fixing the two simplices.

The vertices are the complexes of rank 1 and the chambers are the complexes
of maximal rank n. ∆ is a labelled chamber complex through a labelling
which assign to each vertex of a chamber an element i of a finite set I =
{0, 1, 2, . . . , n}, called the type of the vertex; the panel of cotype i of a
chamber is the maximal subcomplex not containing the vertex of type i.

We always assume that ∆ is irreducible, locally finite and regular; for
every i ∈ I, we denote by qi the number of the chambers sharing a panel
of cotype i. We refer to the set {qi, i ∈ I} as the parameter system of the
building.

We assume, without loss of generality, that W is the affine Weyl group
of a root system R; this means that W is the group generated by all affine
reflections skα, α ∈ R, k ∈ Z, with respect to the affine hyperplane Hk

α of
the vector space V of dimension n associated with R. Actually it can be
proved that the group W can be generated by a finite set S = {si, i ∈
I}, where s0 = s1α0

is the affine reflection with respect to the hyperplane
H1
α0

associated to the highest root α0 and si = s0αi , for every i ∈ I0 =
{1, 2, . . . , n}, being B = {αi, i ∈ I0} a basis for R. If W is the finite Weyl
group associated with R, then W = W � L, if L denotes the coroot lattice
of V. Following standard notation, we denote by L̂ the coweight lattice of
V. The extended Weyl group of the building is the group Ŵ = W � L̂.
We notice that W stabilizes the fundamental vertex 0 and W preserves the
type of vertices. We denote by G the finite abelian group G ∼= L̂/L which

stabilizes in Ŵ the fundamental chamber

C0 = {v ∈ V : 〈v, αi〉 > 0, ∀i ∈ I0, 〈v, α0〉 < 1}.

The linear hyperplanes H0
α split up V into finitely many regions; the con-

nected components of V \⋃
αH

0
α are (open) sectors based at 0, called the

(open) Weyl chambers of V (with respect to R). We denote by w0 the
longest element of W. The so called fundamental Weyl chamber or funda-
mental sector based at 0 (with respect to the basis B) is the Weyl chamber

Q0 = {v ∈ V : 〈v, αi〉 > 0, i ∈ I0}.
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We set L̂+ = {λ ∈ L : λ ∈ Q0} and L̂++ = {λ ∈ L : λ ∈ Q0}.

The building ∆ is reduced or not if R is so. When ∆ is non-reduced then
L̂ = L and G is trivial. If ∆ is reduced at most two root lengths occur in R
and all roots of a given length are conjugate under W; when there are in R
two distinct root lengths, we speak of long and short roots and the highest
root α0 is long.

The root system R and its Weyl group can be characterized by its Dynkin
diagram D, which is the usual Coxeter graph of W, where we add an arrow
pointing to the shorter of the two roots. For every n � 1 there is exactly one
irreducible non-reduced root system of rank n denoted by BCn. In general
different root systems have different affine Weyl group and hence generate
different affine buildings. The only exception to this rule are the root systems
of type Cn and BCn, which have the same Weyl group. So, when the group
W associated to the building is the affine Weyl group of the root systems of
type Cn and BCn, we have to choose the root system. We assume to operate
this choice according to the parameter system of the building. Actually, we
choose R to ensure that in each case the group Auttr(D) of all type-rotating
automorphisms of D preserves the parameter system of the building, that
is in order to have, for each σ ∈ Auttr(D), qσ(i) = qi, for all i ∈ I. Actually,
in both cases R = Cn or BCn, q1 = q2 = · · · = qn−1, but in general
q0 �= q1 �= qn and q0 and qn can have different values only when R = BCn.
According to the classification of the root systems and keeping in mind the
above choice, we say that ∆ has type

1. X̃n, if R has type Xn, for Xn = An(n � 2), Bn(n � 3), Dn(n �
4), En(n = 6, 7, 8), F4, G2;

2. Ã1, associated to a root system of type A1, if q0 = q1 (homogeneous
tree);

3. B̃C1, associated to a root system of type BC1, if q0 �= q1 (semi-
homogeneous tree);

4. C̃n(n � 2) if q0 = qn;

5. B̃Cn(n � 2) if q0 �= qn.

We refer to Appendix of [10] for the classification of all irreducible, locally
finite, regular affine buildings, in terms of diagram and parameter system.

Let ∆ be an affine building of type X̃n. We denote by A the simplicial
complex of rank n + 1, realized as a tessellation of the Euclidean space V
of dimension n by the family of hyperplanes H = {Hk

α, α ∈ R+, k ∈ Z},
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in which the chambers are the open connected components of V \⋃
α,kH

k
α.

Thus Amay be regarded as the geometric realization of the Coxeter complex
of ∆ and it is called the fundamental apartment of the building. The extreme
points of the closure of any chamber are the vertices and the 1-codimension
facets of any chamber are the panels. If X0

0 = 0, X0
1 , . . . , X

0
n are the vertices

of the fundamental chamber C0, we declare τ(X0
i ) = i, for every i = 0, . . . , n;

more generally we declare that a vertex X has type i if X = w(X0
i ), for

some w ∈ W. We denote by C(A) and V(A) the set of chambers and the
set of vertices of A respectively. Moreover Vi(A) is, for every i ∈ I, the set

of all vertices of type i, Vsp(A) is the set of all special vertices and V̂(A) is

the set of all special vertices of A belonging to L̂. We denote by Î the set
of types of the vertices in L̂. Given any pair of special vertices X,Y, there
exists a unique ŵ ∈ Ŵ such that ŵ(X) = 0 and ŵ(Y ) belongs to L̂+; we
call shape of Y with respect to X the element σ(X,Y ) = ŵ(Y ).

Each apartment A of ∆ is isomorphic to A and hence it can be regarded
as a Euclidean space, tessellated by a family of affine hyperplanes H(A)
isomorphic to H. If ψ : A → A is any type-rotating isomorphism, we set
h = hkα, if ψ(h) = Hk

α. We denote by C(∆), V(∆) the set of chambers
and the set of vertices of the building respectively. Moreover Vi(A) denotes,
for every i ∈ I, the set of all vertices of type i of the building. There is
a natural way to extend to ∆ the definition of special vertices given in
A; we call special every vertex of the building whose image on A under a
type-preserving isomorphism is special. Thus Vsp(∆) is the set of all special

vertices of the building and V̂(∆) is the set of all special vertices of type

i ∈ Î .

For every pair of chambers c, d ∈ C(∆), there exists a minimal gallery
γ(c, d) from c to d. If f = i1 · · · ik, is a reduced word in the free monoid on
I and wf = si1 · · · sik is such that d = wf(c), we set δ(c, d) = wf and write
d = c ·δ(c, d); moreover f is said the type of γ(c, d). More generally, for every

vertex x ∈ V̂(∆) and every chamber d, there exists a minimal gallery γ(x, d)
from x to d and γ(x, d) = γ(c, d), if c is the chamber of γ(x, d) containing

x. Finally given two vertices x, y ∈ V̂(∆), there exists a minimal gallery
γ(x, y) from x to y, lying on any apartment A(x, y) containing x and y; if
c and d are the chambers of γ(x, y) containing x and y respectively, and
δ(c, d) = wf, then the type of this gallery is f = i1 · · · ik.

For every x ∈ V̂(∆) and every w ∈W, we set

Cw(x) = {d ∈ C(∆) : δ(x, d) = w}.

– 674 –



Spherical functions

If Cx is, for every x ∈ V̂(∆), the set of all chambers containing x, then
Cw(x) =

⋃
c∈Cx Cw(c), as a disjoint union. Independently of the type of

the vertex x, the cardinality of Cx is the Poincaré polynomial W(q) of W.
Moreover, for every w ∈W, with w = si1 · · · sik ,

|Cw(x)| = W(q) qw,

if qw = qi1 · · · qik .

For any pair of facets F1,F2 of the building, the convex hull of {F1,F2} is
the minimal convex region [F1,F2] of any apartment A(F1,F2) containing
them, which is delimited by hyperplanes of the apartment and contains
{F1,F2}.

Finally, given two vertices x, y ∈ V̂(∆), the shape of y with respect to x is
defined as σ(x, y) = σ(X,Y ), if X = ϕ(x), Y = ϕ(y), for a type-preserving

isomorphism ϕ from A(x, y) onto A. Hence σ(x, y) is an element of L̂+ and,
if σ(x, y) = λ, there exists a type-rotating isomorphism ψ : A(x, y) → A
such that ψ(x) = 0 and ψ(y) = λ. For every vertex x ∈ V̂(∆) and every

λ ∈ L̂+, we define

Vλ(x) = {y ∈ V̂(∆) : σ(x, y) = λ}.

For every x ∈ V̂(∆), we have V̂(∆) =
⋃
λ∈L̂+ Vλ(x) as a disjoint union. The

cardinality |Vλ(x)| does not depend on x; so we set Nλ = |Vλ(x)|. It can
be proved (see for instance [8, Proposition 2.15.1 and Proposition 2.15.2])
that, if τ(x) = i, τ(Xλ) = l and j = σi(l), then

Nλ =
1

W(q)

∑

w∈WwλWj

qw =
W(q)

Wλ(q)
qwλ =

W(q−1)

Wλ(q−1)
qtλ (2.1)

where Wλ = {w ∈ W : wλ = λ}, Wj is the stabilizer in W of the
vertex X0

j of C0, wλ is the unique element of W such that Cλ = wλ(C0),
if Cλ is the chamber of Q0 containing Xλ and nearest to C0, and tλ is the
translation v �→ v + λ on A. In particular, if λ ∈ L++, then

Nλ = W(q) qwλ = W(q−1)qtλ .

It will be useful to define, for every hyperplane h on any apartment
of the building, qh = qi, if h contains a panel of cotype i; then, for every
α ∈ R+ and every k ∈ Z, we can define qα,k = qh, if ψ(h) = Hk

α, for any
type-rotating isomorphism ψ mapping any apartment containing h onto A.
When ∆ is reduced, qα,k = qα,0, for every k ∈ Z and we set qα = qα,k, for
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every k ∈ Z; then qαi = qi,∀i ∈ I, and qα = qαi , if α = wαi, for some
w ∈ W. It turns out that qα = q, for every α ∈ R+, if all roots have the
same length, and, if R contains long and short roots, qα = q for all long α
and qβ = p for all short β. When ∆ is non-reduced,

qα =




q0 ∀α ∈ R0,
q1 ∀α ∈ R1,
qn ∀α ∈ R2,

if R0 = {α ∈ R : α/2, 2α /∈ R}, R1 = {α ∈ R : α/2 ∈ R, 2α /∈ R}
and R2 = {α ∈ R : α/2 /∈ R, 2α ∈ R}. For ease of notation, we set
q1 = p, q0 = q, qn = r. If we extend the definition of qα by setting qα = 1
when α /∈ R, then qα = p, qα/2 = r if α ∈ R1, and qα = q, qα/2 = 1 if
α ∈ R0.

Taking in account these definitions, we notice that, for every λ ∈ L̂+,

qtλ =
∏

α∈R+

q〈λ,α〉α q
−〈λ,α〉
2α

and hence, for every λ ∈ L̂+,

Nλ =
W(q−1)

Wλ(q−1)

∏

α∈R+

q〈λ,α〉α q
−〈λ,α〉
2α . (2.2)

In particular, for every λ ∈ L̂++,

Nλ = W(q−1)
∏

α∈R+

q〈λ,α〉α q
−〈λ,α〉
2α .

We notice that the building is chamber regular, that is, for every triple
w0, w1, w2 ∈W and every pair of chambers c1, c2, such that δ(c1, c2) = w0,
the cardinality of the set

{c′ ∈ C(∆) : δ(c1, c
′) = w1, δ(c2, c

′) = w2}

does not depend on the choice of the chambers but only depends on w0, w1, w2.

Moreover the building is vertex regular, that is, for every triple λ, µ, ν ∈
L̂ and every pair x, y ∈ V̂(∆) such that σ(x, y) = λ, the cardinality of the
set

{z ∈ V̂(∆) : σ(x, z) = µ, σ(y, z) = ν}.
does not depend on the choice of the vertices , but only depends on λ, µ, ν.
Moreover
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|{z ∈ V̂(∆) : σ(x, z) = µ, σ(y, z) = ν}|

= |{z ∈ V̂(∆) : σ(x, z) = ν�, σ(y, z) = µ�}|.

We set

N(λ, µ, ν) = |{z ∈ V̂(∆) : σ(x, z) = µ, σ(y, z) = ν}| = N(λ, ν�, µ�),

if σ(x, y) = λ, (2.3)

where µ� = ι(µ) and ν� = ι(ν), if ι denotes the map

ι(µ) = −w0(µ), ∀µ ∈ L̂.

There is a partial order on L̂, defined as follows

µ � λ, if λ− µ ∈ L+.

Since V̂(A) may be identified with the coweight lattice L̂, the partial ordering

defined on L̂ applies to V̂(A). For every λ ∈ L̂+, we define

Πλ = {wµ : µ ∈ L̂+, µ � λ, w ∈W}.

This set is saturated: for every η ∈ Πλ and every α ∈ R, then η−jα∨ ∈ Πλ,
for every 0 � j � 〈η, α〉. Hence it is stable under W. Moreover λ is the
highest coweight of Πλ. It is easy to prove that Πλ + Πµ ⊂ Πλ+µ, for every

λ, µ ∈ L̂+. We recall that W is endowed with the Bruhat ordering, defined
as follows (see [4]). We declare w1 < w2 if there exists a sequence w1 =
u0 → u1, . . . , uk−1 → uk = w2, where uj → uj+1 means that uj+1 = ujs,
for some s ∈ S, and |uj | < |uj+1|. This defines a partial order on W that

can be extended to Ŵ by setting ŵ1 � ŵ2, if ŵ1 = w1g1 and ŵ2 = w2g2
with w1 < w2. We remark that w1 � w2 if and only if w1 can be obtained
as a sub-expression sik1 · · · sikm of any reduced expression si1 · · · sir for w2.

We notice that, for every λ ∈ L̂+, if ŵ(0) ∈ Πλ, then ŵ′(0) ∈ Πλ, for each
ŵ′ � ŵ.

We may also define a partial ordering on C(A), in the following way.
Given two chambers C1, C2 consider all the hyperplanes Hk

α separating C1

and C2. We declare C1 ≺ C2, if C2 belongs to the positive half-space deter-
mined by each of these hyperplanes. It is clear that the resulting relation
C1 � C2 is a partial ordering of C(A). We notice that, by definition of Q0,
we have C0 ≺ C if and only if C ⊂ Q0. Moreover, if C is any chamber
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and s = skα is the affine reflection with respect to the hyperplane containing
a panel of C, then C ≺ s(C) or s(C) ≺ C, since C and s(C) are adja-
cent. Since C(A) may be identified with W, the previous definition induces
a partial ordering on W. We point out that this ordering is different from
the Bruhat order. Nevertheless, if w1(C0) and w2(C0) belong to Q0, then
w1(C0) ≺ w2(C0) if and only if w1 < w2. Moreover, on W, we have

w1(C0) ≺ w2(C0) if and only if w1 > w2.

It may be proved that, if C is any chamber of A such that C ≺ s(C), where
s = skα is the affine reflection with respect to the hyperplane Hk

α containing
a panel of C, then, for every w ∈W,

(i) if w(C) ≺ ws(C), then w < ws,

(ii) if ws(C) ≺ w(C), then ws < w,

if w = wtλ for some w ∈W, λ ∈ L and s = s0α. See [8] for the proof of this
property.

It will be useful to define, for every x ∈ V̂(∆), the retraction ρx of

the building onto its fundamental apartment. For every x ∈ V̂(∆) and c ∈
C(∆), we denote by projx(c) the chamber containing x in any minimal
gallery γ(x, c). In particular we write proj0(c) when x is the fundamental
vertex e. We note that projx(c) does not depend on the minimal gallery we
consider. In the fundamental apartment A, let Q−0 = w0(Q0) and C−0 the
base chamber of Q−0 .

Definition 2.1. — Let x be any special vertex of ∆ (say τ(x) = i). For
every c ∈ C(∆), the retraction of c with respect to x is defined as

ρx(c) = C−0 · δi(projx(c), c),

if, for every pair c, d of chambers, we set δi(c, d) = wσ−1
i

(f) when δ(c, d) =

wf. In particular, if τ(x) = 0,

ρx(c) = C−0 · δ(projx(c), c).

Obviously, ρx(c) belongs to Q−0 , for every c. We extend the previous defini-
tion to all special vertices. For every y ∈ Vsp(∆), say τ(y) = j, we set

ρx(y) = vl(ρx(c)),

if c is any chamber containing y, and l = σ−1
i (j). Actually this definition

does not depend on the choice of the chamber containing the vertices y. In
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particular, we denote by ρ0 the retraction with respect to the fundamental
vertex e. It will be useful to remark that, if λ ∈ L̂+, and tλ = uλgl, then, for
every c such that δ(proj0(c), c) = uλ, we have ρ0(c) = w0uλ(C0). Therefore,
if σ(e, x) = λ, then ρ0(x) = w0λ.

We recall that the action of Ŵ on the set C(A) is transitive but not
simply transitive; actually, if ŵi = wgi, then ŵi(C0) = w(C0), for every

w ∈ W and for every i ∈ Î . Nevertheless, the action of the elements ŵi on
the special vertices vj(C0) of C0 depends on i, because

ŵi(vj(C0)) = vσi(j)(w(C0)).

This suggest to enlarge the set C(A) in the following way. We call ex-

tended chamber of A a pair Ĉ = (C, σ), for every C ∈ C(A) and for ev-

ery σ ∈ Auttr(D); we denote by Ĉ(A) the set of all extended chambers. A

straightforward consequence of this definition is that Ŵ acts simply tran-
sitively on Ĉ(A) : for every pair of extended chambers Ĉ1 = (C1, σi1) and

Ĉ2 = (C2, σi2), there exists a unique element ŵ ∈ Ŵ such that Ĉ2 = ŵ(Ĉ1).
Actually, if C2 = w(C1), g = gi2g

−1
i1

and σ is the automorphism of D corre-

sponding to g, then ŵ = wg = gσ(w). In particular, for every Ĉ = (C, σi),

then ŵ = wgi = giσi(w) is the unique element of Ŵ such that ŵ(C0) = Ĉ,
if C = w(C0). In the same way we enlarge the set C(∆) and we define

Ĉ(∆) = {ĉ = (c, σi), c ∈ C(∆), i ∈ Î}.

We notice that for every c ∈ C(∆) and i ∈ Î , ĉ = (c, σi) is the unique
extended chamber such that vi(c) = v0(ĉ). The W -distance on C(∆) can be

extended to a Ŵ -distance on Ĉ(∆) in the following way: for every pair of
extended chambers ĉ1 = (c1, σi1) and ĉ2 = (c2, σi2), we set

δ̂(ĉ1, ĉ2) = δ(c1, c2)gi2g
−1
i1
.

For every λ ∈ L̂+, with τ(λ) = l, tλ(C0) = (uλ(C0), gl) and v0(tλ(C0)) =
vl(uλ(C0)), if tλ = uλgl.

2.2. Maximal boundary

For every X ∈ V̂(A), let HX be the collection of all hyperplanes of A
sharing X; a sector of A, based at X, is any connected component QX of
V \ ⋃

Hkα∈HX Hk
α. For every chamber C containing X, QX(C) denotes the

sector based at X, of base chamber C. We remark that, for every X ∈ V̂(A),
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and every C containing X, there exists a unique ŵ ∈ Ŵ , such that QX(C) =
ŵ Q0.

More generally, for any x ∈ V̂(∆), a sector of ∆, with base vertex x, is
a subcomplex Qx of any apartment A of the building, such that ψtp(Qx) =
QX , if X is any special vertex such that τ(X) = τ(x), and ψtp : A → A is
a type-preserving isomorphism mapping x to X. We note that, given any
apartment A of the building, for every sector Qx ⊂ A there exists a unique
type-rotating isomorphism ψtr : A → A mapping Qx to Q0. We say that a
sector Qy is a subsector of a sector Qx if Qy ⊂ Qx. Two sectors Qx and Qy

are said to be equivalent if they share a subsector Qz. Each equivalence class
of sectors is called a boundary point of the building and it is denoted by ω;
the set of all equivalence classes of sectors is called the maximal boundary
of the building and it is denoted by Ω. We denote by Qx(ω) the unique

sector in the class ω, based at x. For every x ∈ V̂(∆) and every ω ∈ Ω,
there exists an apartment A(x, ω) containing x and ω (in fact containing
Qx(ω)). Analogously, for every chamber c and every ω ∈ Ω, there exists an
apartment A(c, ω) containing c and ω, that is c and a sector in the class ω.
On this apartment we denote by Qc(ω) the intersection of all sectors in the
class ω containing c.

For every x ∈ V̂(∆) and every chamber c ∈ C(∆), we define on the
maximal boundary Ω the set

Ω(x, c) = {ω ∈ Ω : Qx(ω) ⊃ c}.

Analogously, for every pair of special vertices x, y, we can define the set
Ω(x, y) of Ω given by

Ω(x, y) = {ω ∈ Ω : y ∈ Qx(ω)}.

We note that , for every x,

Ω(x, c′), Ω(x, z) ⊃ Ω(x, c), forevery c′, z in the convex hull of {x, c},
Ω(x, c′), Ω(x, z) ⊃ Ω(x, y), forevery c′, z in the convex hull of {x, y}.

Let ω ∈ Ω and x ∈ V̂(∆); for every apartment A = A(x, ω) containing
ω and x, there exists a unique type-rotating isomorphism ψtr : A → A,
such that ψtr(Qx(ω)) = Q0. On the other hand, if A′ contains a subsector
Qy(ω) of Qx(ω), but not x, then there exists a type-preserving isomorphism
φ : A′ → A(x, ω) fixing Qy(ω); hence it is well defined the type-rotating
isomorphism ψ′tr = ψtr φ : A′ → A. Since every facet F of the building
lies on an apartment A′ containing a subsector Qy(ω) of Qx(ω) (possibly
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Qx(ω)), then, according to previous notation, F maps uniquely on the facet
F = ψ′tr(F) of A.

Definition 2.2. — We call retraction of ∆ on A, with respect to ω and
of center x, the map

ρxω : ∆→ A,

such that, for every apartment A′ and for every facet F ∈ A′, ρxω(F) =
F = ψ′tr(F).

In particular ρxω(x) = 0 and, if we denote by cxω the base chamber of
Qx(ω), then ρxω(cxω) = C0. Moreover, for every chamber c ∈ Qx(ω) and for
every special vertex y ∈ Qx(ω), then

ρxω(c) = C0 · δ(cxω, c), and ρxω(y) = Xµ,

if Xµ is the special vertex associated with µ = σ(x, y). For ease of notation,
we simply set ρxω(z) = µ to mean that ρxω(y) = Xµ. In the case x = e, we
set ρω = ρeω.

We collect here, without any proof, the fundamental results concerning
the retraction ρxω. We refer to [8, Section 3] for the proof.

Proposition 2.3. — Let x, y ∈ V̂(∆), c ∈ C(∆) and ω ∈ Ω.

(i) If d ⊂ Qx(ω) ∩ Qc(ω), then δ(x, d) δ(d, c) is independent of d and
ρxω(c) = C0 · δ(x, d) δ(d, c).

(ii) If z ∈ Qx(ω)∩Qy(ω), σ(x, z)−σ(y, z) is independent of z and ρxω(y) =
Xσ(x,z) −Xσ(y,z).

The previous proposition implies that, for all x, y, z in V̂(∆) and for each
ω ∈ Ω, ρyω(z) = ρxω(z)− ρxω(y). In particular, if z = x, then ρyω(x) = −ρxω(y)
and, for all x, y and for each ω ∈ Ω, ρxω(y) = ρω(y) − ρω(x). We point out
that in fact this formula is independent of the choice of the fundamental
vertex e.

Theorem 2.4. — Let y ∈ Vλ(x) and z ∈ Vµ(x). If µ is large enough
with respect to λ, then Ω(x, z) ⊂ Ω(y, z). Moreover, for all ω ∈ Ω(x, z),
ρxω(y) = Xµ −Xν , if σ(y, z) = ν.

It can be proved that, for every x ∈ V̂(∆) and for every λ ∈ L̂+, if
y ∈ Vλ(x), then ρxω(y) ∈ Πλ, for every ω ∈ Ω. In particular ρxω(y) = Xλ, if
y ∈ Qx(ω).
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Theorem 2.5. — Let x ∈ Vλ(x) and ω ∈ Ω.

(i) For w,w1 ∈ W, then |{c ∈ C(∆) : δ(x, c) = w1, ρ
x
ω(c) = C0 · w}| is

independent of x and ω.

(ii) For every µ ∈ Πλ, |{y ∈ Vλ(x) : ρxω(y) = Xµ}| is independent of x
and ω.

As a consequence of this theorem we set, for every x ∈ Vλ(x) and ω ∈ Ω,

N(λ, µ) = |{y ∈ Vλ(x) : ρxω(y) = Xµ}|. (2.4)

It will be useful to compare the retraction ρxω with the retraction ρx with
respect to x.

Lemma 2.6. — Let c be any chamber and let y ∈ V̂(∆).

(i) If c (respectively y) lies on the sector Q−x (ω) opposite to Qx(ω), in
any apartment A(x, ω), then ρxω(c) = ρx(c), (respectively ρxω(y) =
ρx(y)).

(ii) If c (respectively y) belongs to the sector (Qα
x)−(ω), α−adjacent to

Q−x (ω), in any apartment containing c and Qx(ω), then ρxω(c) =
sαρx(c), (respectively ρxω(y) = sαρx(y)).

The maximal boundary Ω may be endowed with a totally disconnected
compact Hausdorff topology in the following way. Fix a special vertex x ∈
V̂(∆), say of type i = τ(x); consider the family

Bx = { Ω(x, c), c ∈ C}.
Then Bx generates a totally disconnected compact Hausdorff topology on
Ω; for every ω ∈ Ω, a local base at ω is given by

Bx,ω = { Ω(x, c), c ⊂ Qx(ω)}.
We observe that it suffices to consider, as a local base at ω, only the cham-
bers c lying on Qx(ω) such that, for some λ ∈ L̂+, δ(cx(ω), c) = σi(tλ), if
cx(ω) is the base chamber of the sector Qx(ω), and i = τ(x). The topology

on Ω does not depend on the particular x ∈ V̂(∆).

For each x of V̂(∆), we define a regular Borel probability measure νx on
Ω by setting

νx(Ω(x, y)) = N−1
λ =

Wλ(q
−1)

W(q−1)

∏

α∈R+

q−〈λ,α〉α q
〈λ,α〉
2α , if y ∈ Vλ(x).

The measure νx has the following property.
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Theorem 2.7. — Let x ∈ V̂(∆).

(i) Let w,w0 ∈ W ; for each c ∈ C(∆) such that δ(x, c) = w0, νx({ω ∈
Ω : ρxω(c) = C0 · w}) is independent of x and c.

(ii) Let λ ∈ L̂+ and µ ∈ Πλ; for each y ∈ V̂(∆) such that σ(x, y) = λ,
νx({ω ∈ Ω : ρxω(y) = µ}) is independent of x and y.

2.3. α-boundary and trees at infinity

For every i ∈ I0, the i-type wall H0,i of the fundamental sector Q0 of A
is the intersection with Q0 of the hyperplane Hi = Hαi , that is the wall of
Q0 containing the cotype i panel of C0. We extend this definition to each
sector of A by declaring that, for every special vertex Xλ in A, and for every
chamber C sharing Xλ, the i-type wall of the sector Qλ(C) based at Xλ

is the intersection with Qλ(C) of the affine hyperplane Hk
α, α ∈ R+, k ∈

Z, which is a wall of the chamber C such that there is a type-preserving
isomorphism on A mapping the wall on the affine hyperplane Hk

i = Hk
αi ,

for some k ∈ Z.

The definition of wall can be extended to each sector of the building; if
Qx(c) is any sector of ∆, and A is any apartment containing Qx(c), then
the walls of Qx(c) are the inverse images of the walls of the sector Qλ(C) =
ψtp(Qx(c)), under a type-preserving isomorphism ψtp : A → A. Moreover,
for every i ∈ I0, a wall of Qx(c) has type i, if its image in A has type i. This
definition does not depend on the choice of the apartment A containing
the sector and on the type-preserving isomorphism ψtp : A → A. For every
sector Qx(c) and for every i ∈ I0, we denote by hx,i(c) = hx,i(Qx(c)) the
type i wall of the sector. If ω is any element of the maximal boundary Ω,
then, for every x ∈ V̂(∆) and for every i ∈ I0, we simply denote by hx,i(ω)
the wall of type i of the sector Qx(ω). If α is a simple root, that is α = αi,
for some i ∈ I0, for every special vertex x of ∆, and for every ω ∈ Ω, we
shall denote by hx,α(ω) the wall of Qx(ω) of type i and we simply call it
the α-wall of Qx(ω). In general, for every simple root α, we shall denote by
hx,α the α-wall of any sector based at x.

Definition 2.8. — Let ω, ω′ ∈ Ω. We say that ω is α-equivalent to ω′,
and we write ω ∼α ω′, if, for some x, hα,x(ω) = hα,x(ω

′).

Since it can be proved that, if there exists a vertex x ∈ V̂(∆) such

that hx,α(ω1) = hx,α(ω2), then hy,α(ω1) = hy,α(ω2), for every y ∈ V̂(∆),
the definition of α-equivalence does not depend on the vertex x such that
hα,x(ω) = hα,x(ω

′). Moreover, if ω is α-equivalent to ω′ and A = A(ω, ω′)
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denotes any apartment having ω and ω′ as boundary points, then for every
x ∈ A, the sectors Qx(ω) and Qx(ω

′) are α-adjacent, that is there exists
a type rotating isomorphism ψtr : A → A mapping Qx(ω) onto Q0 and
Qx(ω

′) onto sαQ0. On the contrary, if x does not lie on any A(ω, ω′), then
Qx(ω) ∩Qx(ω

′) contains properly their common α-wall.

Definition 2.9. — We call α-boundary of the building ∆ the set Ωα =
Ω/∼α, consisting of all equivalence classes ηα = [ω]α of boundary points.

For every ω ∈ Ω, consider the set Hα(ω) = {hx,α(ω), x ∈ V̂(∆)}.
If ω′ ∼α ω, then, for every x, hx,α(ω′) = hx,α(ω) and hence Hα(ω) =
Hα(ω′). Therefore the set Hα(ω) only depends on the equivalence class
ηα = [ω]α represented by ω and we shall denote Hα(ηα) = Hα(ω), if

ω ∈ ηα. Moreover, if ω �∼α ω′, then, for every x ∈ V̂(∆), hx,α(ω) �= hx,α(ω′)
and hence Hα(ω) ∩Hα(ω′) = ∅. This implies that the map

ηα → Hα(ηα)

is a bijection between the α-boundary Ωα and the set {Hα(ηα)}. In particu-

lar, for every x ∈ V̂(∆), each element ηα of Ωα determines one α-wall based
at x; we shall denote this wall by hx(ηα). Of course, hx(ηα) = hx,α(ω), for
every ω ∈ ηα.

If we examine in details, for any class ηα, the set Hα(ηα), we prove that
the set Hα(ηα) determines a tree. We need the following definition.

Definition 2.10. — Let x, y ∈ V̂(∆), x �= y; let hx,α and hy,α be α-
walls, based at x and y respectively.

(i) The walls hx,α and hy,α are said to be equivalent if they definitely
coincide, that is there is hz,α such that hz,α ⊂ hx,α ∩ hy,α.

(ii) The walls hx,α and hy,α are said to be parallel if they are not equiv-
alent , but there is an apartment containing them and, through any
type-preserving isomorphism ψtp of this apartment onto A, they cor-
respond to walls of A lying on parallel affine α-hyperplanes Hk

α, H
j
α,

for some k, j ∈ Z.
(iii) The walls hx,α and hy,α are said to be definitely parallel if there exist

hx′,α ⊂ hx,α and hy′,α ⊂ hy,α which are parallel. If hx,α and hy,α are
definitely parallel, we call distance between the two walls the usual
distance between the two hyperplanes of A containing the images of
their parallel subwalls, that is the positive integer number |j − k|, if
ψtp(hx,α) = Hk

α and ψtr(hy,α) = Hj
α.
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We remark that if hx,α and hy,α are definitely parallel, there exists an
apartment containing, say, hx,α and a subwall of hy,α.

For every ω ∈ Ω and for every pair of special vertices x, y ∈ V̂(∆), the
walls hx,α(ω) and hy,α(ω) are equivalent or definitely parallel; therefore,
for every ηα ∈ Ωα, the set Hα(ηα) consists of walls equivalent or definitely

parallel. For every ηα ∈ Ωα and for every x ∈ V̂(∆), we denote by x the
equivalence class represented by the wall hx(ηα). Obviously, x = y if and
only if hx(ηα) and hy(ηα) are equivalent. We denote by Tα(ηα) the graph
having as vertices the classes x of equivalent walls associated to ηα and
as edges the pairs [x,y] of equivalence classes represented by (definitely
parallel) walls hx(ηα) and hy(ηα) at distance one. It can be proved the
following fundamental result (see [8, Section 4]).

Proposition 2.11. — For every simple root α, and for every ηα ∈ Ωα,
the graph Tα(ηα) is a tree.

(i) If α ∈ R0, the tree is homogeneous, with homogeneity qα.

(ii) If α ∈ R2, the tree is labelled and semi-homogeneous; each vertex of
type 0 shares q2α = p edges and each vertex of type 1 shares qα = r
edges.

We recall that the simple root α belongs to R2 if and only if R is not
reduced and α = αn = en. In this particular case, for every k ∈ Z, we have
Hk
α = H2k

2α; hence the parallel hyperplanes of A orthogonal to α are the
hyperplanes Hh

2α, for all h ∈ Z. Moreover, for every k ∈ Z, q2α,2k = qα,k =
qα = r and q2α,2k+1 = q2α = p. In all other cases, that is for all simple root
of a reduced building or for all simple root αi, i �= n, for a building of type
B̃Cn, we always have α ∈ R0, and hence qα,k = qα, forevery k ∈ Z.

On the fundamental apartment A, for every k ∈ Z, we simply denote by
Xk the class of all α-walls of sectors QX equivalent to Q0, lying on Hk

α, and
we set

Γ0 = {Xk, k ∈ Z}.
For every apartment A of the building, the equivalence class x represented
by the walls of Hα(ηα) lying on A, maps to an element Xk of Γ0, for some
k ∈ Z, by a type-preserving isomorphism ψtp : A → A. If the root system R
has type Cn or BCn, and α = αn, then, for every j ∈ Z, H2j

α only contains
special vertices of type 0 and H2j+1

α only contains special vertices of type n.
(The same is true if R has type Bn and α = αi, i < n). Hence in this case it
is natural to endow the set Γ0 with a labelling in the following way: we say
that Xk has type 0, if k = 2j and has type 1, if k = 2j + 1, for j ∈ Z. This
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labelling can be extended to all equivalence classes x represented by walls of
Hα(ηα) lying on any apartment A, and hence to all walls of the buildings;
we say that x has type 0 if (through any type-preserving isomorphism) it
maps to some X2j , and has type 1, if it maps to some X2j+1.

For every apartment A, the walls hx,α(ω) of H(ηα) lying on A determine
a geodesic γ(ηα) of the tree T (ηα), consisting of all vertices x associated
to these walls and of all edges connecting each pair of adjacent vertices
x,y. The set Γ0 can be seen as the fundamental geodesic of the tree, since
each geodesic γ(ηα) of the building is isomorphic to Γ0 through any type-
preserving isomorphism ψtp : A → A, ifA denotes any apartment containing
γ(ηα).

The tree T (ηα) is labelled and semi-homogeneous only when R is not

reduced and α = αn = en, that is only when the building has type B̃Cn;
in this case V̂(∆) consists only of vertices of type 0. Therefore for such a
tree it is straightforward to restrict to consider only its vertices of type 0.
Hence, if x,y are vertices of type 0, then the geodesic [x,y] has length 2n,
for some n ∈ N. Moreover on the fundamental geodesic Γ0 we consider only
the vertices X2n, for n ∈ N.

Obviously, for every ηα ∈ Ωα, we may identify the set Hα(ηα) with
the tree Tα(ηα). Moreover trees Tα(ηα,1), Tα(ηα,2) associated to any two

ηα,1, ηα,2 in Ωα are isomorphic. For every x ∈ V̂(∆), the vertex x can
be seen as the projection of x onto the tree Tα(ηα). In this sense we can
refer to Tα(ηα) as to the tree at infinity associated to the element ηα of the
α-boundary.

For every ηα ∈ Ωα, the set {ω ∈ Ω : ω ∈ ηα} can be identified with the
boundary ∂Tα(ηα) of the tree Tα(ηα). Moreover, for every pair ηα,1, ηα,2
in Ωα, ∂Tα(ηα,1), ∂Tα(ηα,2) are isomorphic. We denote by Tα an abstract
tree such that

Tα(ηα) ∼ Tα, ∀ηα ∈ Ωα;

moreover we denote by t any element of Tα and by b any element of its
boundary ∂Tα.

We may conclude that the maximal boundary Ω of the building can be
decomposed as a disjoint union of boundaries of trees, one for each equiva-
lence class ηα = [ω]α :

Ω =
⋃

ηα∈Ωα

∂T (ηα).
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According to this decomposition, each boundary point ω of the building
can be seen as a pair (ηα,b) of Ωα × ∂Tα, where ηα is the equivalence
class [ω]α containing ω and b is the boundary point of Tα corresponding on
∂T (ηα) to ω. In this sense we may write, up to isomorphism,

Ω = Ωα × ∂Tα.

For every simple root a, define, for every v ∈ V,

Pα(v) =
v − sαv

2
, Qα(v) =

v + sαv

2
,

where sα is the reflection with respect to the linear hyperplane Hα. By def-
inition, Pα(v) +Qα(v) = v and Qα(v)− Pα(v) = sαv. Moreover Pα(sαv) =
−Pα(v) and Qα(sαv) = Qα(v). We observe that, for every v, Qα(v) lies
on Hα and Pα(v) is the component of the vector v in the direction orthog-
onal to the hyperplane Hα, that is in the direction of the vector α. The
α-equivalence of two boundary points implies the following result (see [8,
Section 4]).

Proposition 2.12. — Let ω1, ω2 be α-equivalent. Then, for every x, y ∈
V̂(∆),

Qα(ρω2(y)− ρω2(x)) = Qα(ρω1(y)− ρω1(x)).

If x, y belong to an apartment containing both the boundary points ω1, ω2,
then

Pα(ρω2
(y)− ρω2

(x)) = −Pα(ρω1
(y)− ρω1

(x)).

As the maximal boundary, also each α-boundary Ωα may be endowed
with a totally disconnected compact Hausdorff topology and a regular Borel
measure for every x of V̂(∆). For every pair x, y ∈ V̂(∆), define a set of Ωα

in the following way:

Ωα(x, y) = {ηα = [ω]α, ω ∈ Ω(x, y)}.

We observe that there exists a α-wall based at x containing y, if and only
if y ∈ Vλ(x), with λ ∈ H0,α. Then, for every pair of vertices x, y ∈ V̂(∆)
such that y ∈ Vλ(x), with λ ∈ H0,α, we have

Ωα(x, y) = {ηα ∈ Ωα : y ∈ hxα(ηα)}.

The family
Bxα = { Ωα(x, y), y ∈ Vλ(∆), λ ∈ H0,α}
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generates a totally disconnected compact Hausdorff topology on Ωα and,
for every ηα ∈ Ωα, a local base at ηα is given by

Bx,ηα = { Ωα(x, y), y ⊂ hx(ηα)}.

By the same argument used for the maximal boundary, we can prove that
the topology on Ωα does not depend on the particular x ∈ V̂(∆).

For every x of V̂(∆), we define a regular Borel measure ναx on Ωα, by
setting, for every y ∈ Vλ(∆),

ναx (Ωα(x, y)) =
Nα
Pαλ

Nλ
,

if Nα
Pαλ

= |{z : σ(x, z) = Pαλ}|, where x and y are the projection of x and
y on the tree at infinity associated with any ω ∈ Ω(x, y) and σ(x,y) = Pαλ.
We notice that if λ ∈ H0,α, then y = x and then Pαλ = λ. Therefore in this
case ναx (Ωα(x, y)) = νx(Ω(x, y)). Define

R+
α = {β ∈ R+, β �= α, 2α};

then, recalling formula (2.1), we have

ναx (Ωα(x, y)) =





Wλ(q−1)
W(q−1)

∏
β∈R+

α
q−<λ,β>β q<λ,β>2β if λ ∈ H0,α,

Wλ(q−1)(1+q−1
α )

W(q−1)

∏
β∈R+

α
q−<λ,β>β q<λ,β>2β otherwise.

For every x ∈ V̂(∆), let x be its projection on the tree T (ηα) associated
with an assigned ω ∈ Ω and let t be the element of the abstract tree Tα,
which corresponds to the vertex x; for ease of notation, from now on, we
identify t with x. According to this notation, if we identify the maximal
boundary Ω with Ωα × ∂Tα, then, if ω ∈ Ω(x, y) and ω = (ηα,b), we have
Ω(x, y) = Ωα(x, y) × B(x,y), where B(x,y) = {b ∈ ∂Tα : y ∈ γ(x,b)}.
Therefore each probability measure νx splits as product of the probability
measure ναx on the α-boundary Ωα and the canonical probability measure
µx on the boundary of the tree Tα :

νx = ναx × µx.
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3. Characters and Poisson kernels

3.1. Characters

We call character of A any multiplicative complex-valued function χ
acting on L̂ :

χ(λ1 + λ2) = χ(λ1) χ(λ2), ∀λ1, λ2 ∈ L̂.

We assume, without loss of generality, that a character of A is the restriction
to L̂ of a multiplicative complex-valued function acting on V. We denote by
X(L̂) the group of all characters of A. If n = dimV, then X(L̂) ∼= (C×)n

and the group X(L̂) can be endowed with the weak topology and the usual

measure of Cn. The Weyl group W acts on X(L̂) in the following way: for

every w ∈W and for every χ ∈ X(L̂),

(wχ)(λ) = χ(w−1(λ)), for all λ ∈ L̂. (3.1)

It is immediate to observe that wχ is a character and we simply denote
χw = wχ.

We shall give some definitions.

Definition 3.1. — Let χ be a character of A.

1. χ is singular if there exists a root α such that χ(α∨) = 1;

2. χ is non-singular if χ(α∨) �= 1, for each root α;

3. χ is good if there exists λ0 ∈ L̂+, with τ(λ0) = 0, such that

χw1(λ0) �= χw2(λ0), for w1 �= w2;

4. χ is bad for λ if there exist w1,w2 ∈ W,w1 �= w2, such that
χw1(λ) = χw2(λ);

5. χ is bad if χ is bad for every λ, that is for every λ ∈ L̂ there exist
w1,w2 ∈W,w1 �= w2, such that χw1(λ) = χw2(λ).

We shall denote by XNS(L̂) the space of all non-singular characters and by

Xg(L̂) the space of all good characters.

Lemma 3.2. — Xg(L̂) ⊂ XNS(L̂).
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Proof. — We prove that every singular character χ is bad. Let χ be
singular and let α be a root such that χ(α∨) = 1. For every λ ∈ L̂, sαλ−λ
is orthogonal to the hyperplane H0

α; moreover sαλ − λ ∈ L. This implies
that sαλ − λ = kα∨, for some integer k. Thus χ(sαλ − λ) = 1, and then
χ(sαλ) = χ(λ). This means that χ is bad. �

We shall prove that in fact the set of all bad characters is negligible in
the space of all characters. We notice at first that, for every λ ∈ L̂, the set
of all character which are bad for λ is given by

⋃

w1 
=w2

X(L̂/<w1(λ)−w2(λ)>),

if < w1(λ)−w2(λ) > denotes the sublattice of L̂ generated by the element
w1(λ)−w2(λ). Actually, if χ is bad for λ and χw1(λ) = χw2(λ), then χ(µ) =
1 for each µ ∈< w1(λ)−w2(λ) > . The following lemma characterizes each

set X(L̂/<w1(λ)−w2(λ)>).

Lemma 3.3. — Let λ ∈ L̂, and w1,w2 ∈ W,w1 �= w2. Then, there
exists an integer m, such that

X(L̂/<w1(λ)−w2(λ)>) ∼= (C×)n−1 × (Z/m).

Proof. — We can choose a basis {η1, . . . , ηn} for V, such that w1(λ)−
w2(λ) = mη1, for some integerm.Hence, if χ belongs to X(L̂/<w1(λ)−w2(λ)>)
and λ =

∑
i kiηi, then we can write

χ(λ) = χ(η1)
jχ(η2)

k2 · · ·χ(ηn)kn ,

if j is the element of the finite group Z/m represented by k1. Therefore χ
may be identified with an element of (C×)n−1 × (Z/m). �

Proposition 3.4. — The set of all bad characters of A has measure
zero.

Proof. — Lemma 3.3 implies that X(L̂/<w1(λ)−w2(λ)>) is a subset of

X(L̂) having measure zero, for every λ ∈ L̂ and w1 �= w2; then also the

set
⋃

w1 
=w2
X(L̂/<w1(λ)−w2(λ)>) of all characters bad for λ has measure

zero. Since a characters of A is bad if it is bad for every λ, the set of all bad
characters of A is the intersection of the sets

⋃
w1 
=w2

X(L̂/<w1(λ)−w2(λ)>),

for all λ ∈ L̂, and then it has measure zero. �
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Corollary 3.5. — The space Xg(L̂) is dense in XNS(L̂) and XNS(L̂)

is dense in X(L̂) with respect to the weak topology.

In Section 8 we shall need to consider particular good characters, named
α-good, with respect to a simple root α. Let α be a simple root and con-
sider the linear hyperplane H0

α; the restriction χα of a character χ to the

hyperplane H0
α is a character on L̂ ∩H0

α.

Definition 3.6. — A character χ is α-good if

(χw1)α = (χw2)α if and only if w1 = w2 or w1 = sαw2.

We denote by Xgg(L̂) the subspace of X(L̂) consisting of all characters of
A which are α-good for every simple root α.

We observe that a good character is not necessarily α-good for some
simple root α. Nevertheless, we can prove that the good characters, which
are α-good for a simple root α, are dense in the space of all good charac-
ters, with respect to the weak topology. In order to prove this property we
consider , for any w ∈ W, the set Mα

w =< w(λ) − λ, λ ∈ H0
α > and the

quotient space L̂/Mα
w
. We notice that, if (χw)α = χα, then χ(Mα

w) = 1 and

hence χ belongs to X(L̂/Mα
w
).

Proposition 3.7. — For every simple root α, dim X(L̂/Mα
w
) = dim X(L̂)

if and only if w = e or w = sα.

Proof. — If M is a subgroup of the additive group L̂, then the group
X(L̂/M ) is total in the group X(L̂) if and only if M = {0}. Therefore

X(L̂/Mα
w
) is total in the group X(L̂) if and only ifMα

w = {0}. So we conclude,
because Mα

w = {0} if and only if w = e, or w = sα. �

Corollary 3.8. — Xgg(L̂) is dense in X(L̂).

Proof. — We prove that, for every simple root α, the space of all char-
acters χ of A such that (χw1)α = (χw2)α, for w1 �= w2, sαw2, is a subspace

of measure zero of X(L̂). Without loss of generality, we can assume w2 = e

and w1 �= e, sα. We know that X(L̂) ∼= (C×)n, if dimV = n. On the other

hand, dim X(L̂/Mα
w1

) < n; then X(L̂/Mα
w1

) ∼= (C×)n
′
, with n′ < n, and

this proves that X(L̂/Mα
w1

) has measure zero in X(L̂). �
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3.2. Fundamental character and probability measures
on the boundaries

We call fundamental character of A the multiplicative function χ0 on L̂
defined as follows:

χ0(λ) =
∏

α∈R+

q〈λ,α〉α q
−〈λ,α〉
2α , ∀λ ∈ L̂. (3.2)

We notice that χ0(λ) > 1, for all λ ∈ L̂+. We write χ0 according to the
type of the building.

1. If R is reduced and all roots have the same length, that is for buildings
of type Ãn, D̃n, Ẽ6, Ẽ7 and Ẽ8, then qα = q, for every α ∈ R+; hence
by setting δ = 1

2 (
∑

α∈R+ α), we write

χ0(λ) = q
∑

α∈R+ 〈λ,α〉 = q2〈λ,δ〉.

2. If R is reduced, but it contains long and short roots, then, denoting
by α any long root and by β any short root, we write qα = q and
qβ = p; hence by setting δl = 1

2 (
∑

α), δs = 1
2 (

∑
β), we have

χ0(λ) = q2〈λ,δl〉 p2〈λ,δs〉.

This happens for buildings of type B̃n, C̃n, F̃4 and G̃2.

3. If R is non-reduced, that is the building is of type ˜(BC)n, we denote
by α, β and γ any root of R0, R1 and R2 respectively; then keeping
in mind that R2 = {β/2, β ∈ R1}, it follows that

χ0(λ) = q2〈λ,δ0〉(pr)〈λ,δ1〉

if δ0 = 1
2 (

∑
α), δ1 = 1

2

∑
β.

We notice that, for every λ ∈ L̂+, χ0(λ) = qtλ . More generally, if λ is any

element of L̂ and tλ = uλgl, with uλ = si1 · · · sir , then the same argument
used in Proposition 2.16.1 of [8] shows that,

χ0(λ) =
∏

j∈J+

qij .
∏

j∈J−
q−1
ij
, (3.3)

where
J+ = {j : si1 · · · sij−1(C0) ≺ si1 · · · sij (C0)}

and J− = {j : si1 · · · sij (C0) ≺ si1 · · · sij−1(C0)}.

We can easily compute the fundamental character in each simple coroot
α∨.
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1. If R is reduced, then, for every simple root α, χ0(α
∨) = q2

α.

2. If R is non-reduced, then

(i) χ0(α
∨) = q2, for every α = ei − ei+1, i = 1, . . . , n− 1;

(ii) χ0(β
∨) = pr, for β = 2en.

For every simple root α we define, for every λ ∈ L̂,

χα0 (λ) =
∏

β∈R+
α

q
〈λ,β〉
β q

−〈λ,β〉
2β . (3.4)

Obviously χα0 is a character of A such that χα0 (λ) = χ0(λ), for λ ∈ H0,α.

If Tα is the abstract tree isomorphic to each tree at infinity Tα(ηα), Γ0

is its fundamental apartment and Γ+
0 is the fundamental geodesic based at

0, then χ0 is the following character on Γ0 :

1. χ0(Xn) = qnα, if Xn is the vertex of Γ+
0 at distance n from 0, in the

homogeneous case;

2. χ0(X2n) = (pr)n, if X2n is the vertex of Γ+
0 at distance 2n from 0,

otherwise.

The characters χ0, χ
α
0 and χ0 are related through the operators Pα and

Qα, as the following lemma shows (see [8, Section 4]).

Lemma 3.9. — Let λ ∈ L̂; assume λ ∈ Hn,α, if α ∈ R0, and λ ∈ H2n,α,
if α ∈ R2. Then

(i) χ0(Qα(λ)) = χα0 (Qα(λ)) = χα0 (λ),

(ii) χ0(Pα(λ)) =

{
χ0(Xn) = qnα if α ∈ R0,
χ0(X2n) = (pr)n if α ∈ R2.

For every λ ∈ L̂, χ0(λ) = χα0 (Qα(λ)) χ0(Xλ), if Xλ is the vertex of Γ0

corresponding to Pα(λ).

Proposition 3.10. — Let x, y ∈ V̂(∆) and ω ∈ Ω. Let ω = (ηα,b) and
let x, y be the projection on the tree at infinity Tα(ηα) of x, y respectively.
If e denotes the fundamental vertex of the tree and ρb is the retraction of
the tree on Γ0, with respect to b, such that ρb(γ(e,b)) = Γ+

0 , then
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(i) χ0(Qα(ρω(y)− ρω(x)) = χα0 (ρω(y)− ρω(x)),

(ii) χ0(Pα(ρω(y)− ρω(x)) = χ0(ρb(y)− ρb(x)).

The measure νx defined on the maximal boundary Ω and the measure
ναx defined on the α-boundary can be characterized in terms of the character
χ0 and χα0 respectively.

Proposition 3.11. — Let λ ∈ L̂+, and y ∈ Vλ(x); let α be a simple
root; then

(i) for every ω ∈ Ω(x, y),

νx(Ω(x, y)) =
Wλ(q

−1)

W(q−1)
χ−1

0 (ρxω(y)) =
Wλ(q

−1)

W(q−1)
χ−1

0 (ρω(y)−ρω(x));

(ii) for every ηα ∈ Ωα(x, y) and for every ω in the class ηα,

ναx (Ωα(x, y)) =





Wλ(q−1)
W(q−1) (χα0 )−1(ρω(y)− ρω(x)) if λ ∈ H0,α,

Wλ(q−1)(1+q−1
α )

W(q−1) (χα0 )−1(ρω(y)− ρω(x)) otherwise.

Taking in account Proposition 3.10, the measures ναx and µx can be
expressed in terms of the character χ0 and the operators Pα and Qα.

Corollary 3.12. — Let x, y ∈ V̂(∆) and y ∈ Vλ(x); let α be a simple
root. Let x and y be the projection of x and y on the tree at infinity Tα(ηα)
associated with any ω ∈ Ω(x, y). Then

ναx (Ωα(x, y)) =





Wλ(q−1)
W(q−1) χ−1

0 (ρω(y)− ρω(x)) if λ ∈ H0,α,

Wλ(q−1)(1+q−1
α )

W(q−1) χ−1
0 (Qα(ρω(y)− ρω(x))) otherwise.

Moreover

µx(B(x,y)) =

{
1 if λ ∈ H0,α,
qα

1+qα
χ−1

0 (Pα(ρω(y)− ρω(x))) otherwise.

Therefore the decomposition of the measure νx for the maximal bound-
ary is a direct consequence of the orthogonal decomposition
χ0(λ) = χ0(Pα(λ)) χ0(Qα(λ)).
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Proposition 3.13. — Let x, y ∈ V̂(∆) and let α be a simple root.

(i) The measures νx, νy are mutually absolutely continuous and

dνy
dνx

(ω) = χ0(ρ
x
ω(y)) = χ0(ρω(y)− ρω(x)), ∀ω ∈ Ω.

(ii) The measures ναx , ν
α
y are mutually absolutely continuous and

dναy
dναx

(ηα) = χα0 (ρω(y)− ρω(x)), ∀ω ∈ ηα, ∀ηα ∈ Ωα.

Definition 3.14. — We call Poisson kernel of the building ∆ the func-
tion

P (x, y, ω) = χ0(ρω(y)− ρω(x)) = χ0(ρ
x
ω(y)) =

dνy
dνx

(ω),

∀x, y ∈ V̂(∆), ∀ω ∈ Ω. (3.5)

We call generalized Poisson kernel of the building ∆ associated with the
character χ the function

Pχ(x, y, ω) = χ(ρω(y)− ρω(x)), ∀x, y ∈ V̂(∆), ∀ω ∈ Ω. (3.6)

Let x0 ∈ V̂(∆) and let χ be a character on A; for any complex valued
function f on Ω, we call generalized Poisson transform of f of initial point
x0, associated with the character χ, the function on V̂(∆) defined by

Pχx0
f(x) =

∫

Ω

Pχ(x0, x, ω)f(ω)dνx(ω) =

∫

Ω

χ(ρω(x)− ρω(x0))f(ω)dνx0(ω),

∀x ∈ V̂(∆), (3.7)

whenever the integral exists.

These definitions do not depend on the choice of the special vertex e.
We simply denote P (x, y, ω) = Pχ0(x, y, ω), Px0

= Pχ0
x0

and P = Pe.

It is well known that, for every pair of vertices t, t′ in V̂(Tα), the measure
µt′ is absolutely continuous with respect to µt and the Radon-Nikodym
derivative dµt′/dµt(b) is the Poisson kernel P (t, t′,b), where

P (t, t′,b) =

{
qn−1
α if d(t, t′) = n, in the homogeneous case,

(pr)n−1 if d(t, t′) = 2n, in the semi-homogeneous case.
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In both cases, as a straightforward consequence of the definition,

P (t, t′,b) = χ0(ρb(t′)− ρb(t)), ∀b ∈ ∂Tα.

Let us denote, for every x, y ∈ V̂(∆) and for every ηα ∈ Ωα,

Pα(x, y, ηα) =
dναy
dναx

(ηα) = χα0 (ρω(y)− ρω(x)), ∀ω ∈ ηα.

Corollary 3.15. — Let x, y ∈ V̂(∆) and ω ∈ Ω. If ω = (ηα,b) and
x, y are the projection of x, y on the tree at infinity Tα(ηα) respectively,
then

P (x, y, ω) = Pα(x, y, ηα) P (x,y,b).

The following proposition shows the properties of Pχ(x, y, ω).

Proposition 3.16. — Let χ be a character on A; then,

(i) Pχ(x, x, ω) = 1, for every x and every ω; moreover, for every x, y
and every ω,

Pχ(y, x, ω) = (Pχ(x, y, ω))−1 = Pχ−1

(x, y, ω);

(ii) for every x and every ω, the function Pχ(x, ·, ω) is constant on

{y ∈ V̂(∆) : σ(x, y) = λ, ρxω(y) = µ}, ∀λ ∈ L̂+, µ ∈ Πλ;

(iii) for every x, y, the function Pχ(x, y, ·) is locally constant on Ω and
Pχ(x, y, ω) = χ(λ), for all y ∈ Vλ(x) and ω ∈ Ω(x, y).

4. Vertex set algebra and its eigenvalues

For every λ ∈ L̂+, we define a linear operator Aλ acting on the space of
complex valued functions f on V̂(∆) by

(Aλf)(x) =
∑

y∈Vλ(x)

f(y) =
∑

y∈V̂(∆)

1IVλ(x)(y)f(y), ∀x ∈ V̂(∆).

The operators {Aλ, λ ∈ L̂+} are linearly independent; we denote by H(∆)
the linear span of {Aλ, λ ∈ L̂+} over C. It can be proved that H(∆) is a
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commutative C-algebra. We notice that, for each y, the coefficient 1IVλ(x)(y)
only depends on λ.

Let χ be a character on A; for every λ ∈ L̂+, we define

Λχ(λ) =
∑

µ∈Πλ

N(λ, µ)χ(µ). (4.1)

Proposition 4.1. — For every λ ∈ L̂+, Λχ(λ) is an eigenvalue of the

operator Aλ and, for every x ∈ V̂(∆) and ω ∈ Ω, the function Pχ(x, ·, ω)
is an eigenfunction of Aλ associated with Λχ(λ) :

AλP
χ(x, ·, ω) = Λχ(λ) Pχ(x, ·, ω).

Since {Aλ, λ ∈ L̂+} generates H(∆), then {Λχ(λ), λ ∈ L̂+} generates
an algebra homomorphism Λχ from H(∆) to C, such that Λχ(Aλ) = Λχ(λ),

for every λ ∈ L̂+. Moreover, for every x ∈ V̂(∆) and ω ∈ Ω, the function
Pχ(x, ·, ω) is an eigenfunction of H(∆) associated with the eigenvalue Λχ.

Corollary 4.2. — For every f ∈ L1(Ω, νx), the Poisson transform
Pχx (f) of f is an eigenfunction of the algebra H(∆), associated with the
eigenvalue Λχ.

In the particular case when χ = χ0, then, for every x ∈ V̂(∆) and for
every ω ∈ Ω, the Poisson kernel P (x, ·, ω) is an eigenfunction of all opera-
tors Aλ with associated eigenvalue Λχ0(λ). Since P (x, y, ω) is the Radon-
Nikodym derivative of the measure νy with respect to the measure νx, this
implies that ∑

y∈Vλ(x)

νy = Λχ0(λ) νx.

On the other hand, since νy and νx are probability measures on Ω, then

∑

y∈Vλ(x)

νy =
∣∣∣{y ∈ V̂(∆) : σ(x, y) = λ}

∣∣∣ νx = Nλ νx.

This implies that Λχ0(λ) =
∑

µ∈Πλ
N(λ, µ) χ0(µ) = Nλ.

Since the Weyl group W acts on the characters χ according to (3.1),
then W acts also on the eigenvalues Λχ of the algebra H(∆). It can be
proved (see [8, Section 6]) that in fact these eigenvalues are invariant with
respect to the action of W, in the sense that, for every character χ,

Λχχ
1/2
0 = Λχ

wχ
1/2
0 , ∀ w ∈W. (4.2)
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Moreover, it can be proved through the Satake isomorphism constructed in
[8, Section 6], that, for every eigenvalue Λ of the algebra H(∆), there exists

a character χ of A such that Λ = Λχχ
1/2
0 .

5. Spherical functions

We recall the following definition.

Definition 5.1. — We call spherical function of the building ∆ a func-
tion φ on V̂(∆) such that

(i) φ(e) = 1;

(ii) φ(x) = φ(y), if σ(e, x) = σ(e, y);

(iii) φ is an eigenfunction of the algebra H(∆).

If we fix a sector Qe and, for every λ ∈ L̂+, we denote by xλ the unique
vertex of Qe such that σ(e, xλ) = λ, then φ(x) = φ(xλ), for all x ∈ Vλ(e). If
Λ ∈ Hom(H(∆),C) denotes the eigenvalue of the algebra H(∆) associated

with the eigenfunction φ, then, for every λ ∈ L̂+, Aλφ(x) = Λ(λ)φ(x), for

all x ∈ V̂(∆); in particular, choosing x = e, we get |Vλ(e)| φ(xλ) = Λ(λ).

Therefore, for every λ ∈ L̂+ and every x ∈ Vλ(e),

φ(x) = φ(xλ) =
1

Nλ
Λ(λ). (5.1)

For every character χ, let us define ϕχ = Pχe 1, where 1 denotes the
function on Ω such that 1(ω) = 1, for every ω ∈ Ω.

Proposition 5.2. — ϕχ is a spherical function, for every character χ.

We refer to [11] for the proof of this proposition. Let ω be a fixed boundary

point; since Λχ(λ) =
∑

y∈Vλ(e) χ(ρω(y) − ρω(e)), for every λ ∈ L̂+, then,

by (5.1),

ϕχ(x) =
1

Nλ

∑

y∈Vλ(e)

χ(ρω(y)− ρω(e)), for all x ∈ Vλ(e).

Recalling (2.2) and (4.1) we get, for all x ∈ Vλ(e),

ϕχ(x) =
Wλ(q

−1)

W(q−1)
χ−1

0 (λ)
∑

y∈Vλ(e)

χ(ρω(y)−ρω(e)) =
1

Nλ

∑

µ∈Πλ

N(λ, µ)χ(µ).
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Theorem 5.3. — For every spherical function φ, there exists a charac-
ter χ such that

φ = ϕ
χχ

1/2
0

;

moreover, for every character χ, then

ϕ
χχ

1/2
0

= ϕ
(χw)χ

1/2
0

, ∀w ∈W.

Proof. — Let φ be a spherical function. We proved in [8, Corollary 7.5.1]

that there exists a character χ on L̂ such that Λ = Λχχ
1/2
0 ; so (5.1) implies

that φ = ϕ
χχ

1/2
0

. Moreover (4.2) implies the W-invariance of the function

ϕ
χχ

1/2
0

. �

From now on we refer to ϕ
χχ

1/2
0

as to the spherical function associated

with the character χ.

Let λ ∈ L̂; according to [10], tλ decomposes as tλ = uλg, with uλ ∈ W
and g ∈ G. Then, if τ(λ) = j, j ∈ I, the set Vλ(e) consists of all vertices
of type j of the chambers d ∈ Cuλ(c), for every c ∈ Ce. For every chamber
c and for every j ∈ I, let us denote by vj(c) the vertex of type j of c; then
ρω(vj(c)) = vj(ρω(c)), for every ω ∈ Ω. The following proposition exhibits
an alternative formula for ϕ

χχ
1/2
0

(x) in terms of the chambers d of Cuλ(c),
for every c ∈ Ce.

Proposition 5.4. — Let λ ∈ L̂+, τ(λ) = j, j ∈ I. For every x ∈ Vλ(e),

ϕ
χχ

1/2
0

(x) =
1

W(q)
χ−1

0 (λ)
∑

c∈Ce

∑

d∈Cuλ (c)

χχ
1/2
0 (vj(ρω(d))). (5.2)

Proof. — For every y ∈ Vλ(e) and every c ∈ Ce, we denote by γ(e, y)
and by γ(c, y) any gallery connecting y to e and y to c respectively. For
each c ∈ Ce lying on some γ(e, y), we denote by cλ(y) the chamber of γ(c, y),
containing y. This chamber belongs to Cwλ(c). According to notation of [11],
the number of chambers c ∈ Ce, lying on some γ(e, y), is Wλ(q); then there
exist exactly Wλ(q) chambers cλ(y). Moreover, for each cλ(y) ∈ Cwλ(c),
the number of chambers d ∈ Cuλ(c), such that y = vj(d), is qw0

/qwλ
0
. This

implies that
∑

c∈Ce

∑

d∈Cuλ (c)

χχ
1/2
0 (vj(ρω(d))) =

∑

c∈Ce

∑

d∈Cuλ (c)

χχ
1/2
0 (ρω(vj(d)))

=
qw0

qwλ
0

∑

c∈Ce

∑

d∈Cwλ (c)

χχ
1/2
0 (ρω(vj(d)))
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= Wλ(q)
qw0

qwλ
0

∑

y∈Vλ(e)

χχ
1/2
0 (ρω(y)).

Therefore

ϕ
χχ

1/2
0

(x) =
Wλ(q

−1)

W(q−1)
χ−1

0 (λ)
∑

y∈Vλ(e)

χχ
1/2
0 (ρω(y)− ρω(e))

=
Wλ(q

−1)

W(q−1)
χ−1

0 (λ)
1

Wλ(q)

qwλ
0

qw0

∑

c∈Ce

∑

d∈Cuλ (c)

χχ
1/2
0 (ρω(vj(d)))

=
1

W(q)
χ−1

0 (λ)
∑

c∈Ce

∑

d∈Cuλ (c)

χχ
1/2
0 (vj(ρω(d))).

�

In particular, when τ(λ) = 0, then tλ = uλ and therefore, for every
x ∈ Vλ(e),

ϕ
χχ

1/2
0

(x) =
1

W(q)
χ−1

0 (λ)
∑

c∈Ce

∑

d∈Ctλ (c)

χχ
1/2
0 (v0(ρω(d))).

6. Macdonald formula for spherical functions on vertices
of type 0

6.1. The vector V w1(c)

In this section we fix a boundary point ω and a chamber c. For every
w1 ∈ W, we consider the set Cw1(c) = {c′ ∈ C(∆), δ(c, c′) = w1}. For every
c′ ∈ Cw1(c) there exists a unique w′ ∈ W, such that ρω(c′) = w′(w1(C0));
we shall denote by wc′ this element. According to [8, Section 2.8], we write
w ∈ w to mean that w = tλw, for some λ ∈ L; we define, for every w ∈W,

Cw1
w (c) = {c′ ∈ Cw1

(c) : wc′ ∈ w}
= {c′ ∈ Cw1(c) : ρω(c′) = w′(w1(C0)), w

′ ∈ w}.

Then Cw1
(c) =

⋃
w∈W Cw1

w (c), as disjoint union.

Definition 6.1. — We define

V w1(c) = (V w1
w (c))w∈W,
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where, for every w ∈W,

V w1
w (c) =

∑

c′∈Cw1
w (c)

χχ
1/2
0 (ρω(v0(c

′))).

We notice that V w1(c) is a vector with respect to the partial ordering
induced on the finite group W by the length of its elements in terms of the
generators {si, i ∈ I0} : w1 < w2 if |w1| < |w2|.

As an immediate consequence of Definition 6.1, if we choose w1 = tλ,
for λ ∈ L̂+, τ(λ) = 0, then

∑

δ(c,c′)=tλ

χχ
1/2
0 (ρω(v0(c

′))) =
∑

w∈W

∑

c′∈Ctλw (c)

χχ
1/2
0 (ρω(v0(c

′))) =
∑

w∈W
V tλ
w (c).

Therefore, for every vertex x ∈ Vλ(e), τ(λ) = 0,

ϕ
χχ

1/2
0

(x) =
1

W(q)
χ−1

0 (λ)
∑

c∈Ce

∑

w∈W
V tλ
w (c) =

1

W(q)
χ−1

0 (λ)
∑

c∈Ce
I V tλ(c),

(6.1)
if I = (Iw)w∈W, with Iw = 1, for every w.

6.2. The matrix T (w1s,w1)

In this section we fix ω and c as in Section 6.1.

Let w1 ∈W ; from now on we assume that C0 ≺ w1(C0). This is the case

when either w1 = tλ, for λ ∈ L̂+, τ(λ) = 0, or w1 = uλ, for λ ∈ L̂+, τ(λ) =
j �= 0.

Let s be a generator of W, such that |w1s| = |w1| + 1, that is C0 ≺
w1(C0) ≺ w1s(C0).

We consider the vectors V w1(c) and V w1s(c); in this section we construct
a matrix, denoted by T (w1s,w1), depending on w1, s, and w1s, but not on c,
such that V w1s(c) = T (w1s,w1) V w1(c).

We consider, for each w ∈W,

Cw1s
w (c) = {c′′ ∈ Cw1s(c) : ρω(c′′) = w′′(w1s)(C0), w

′′ ∈ w}.
For every c′′ ∈ Cw1s

w (c), there exists a unique c′ ∈ Cw1(c), such that δ(c′, c′′) =
s. This fact suggests to define, for each c′ ∈ Cw1(c),

Cw1s,s
w (c′) = {c′′ ∈ Cw1s

w (c) : δ(c′, c′′) = s}
= {c′′ ∈ Cw1s(c) : δ(c′, c′′) = s, ρω(c′′) = w′′(w1s)(C0), w

′′ ∈ w}.
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Taking in account the decomposition Cw1
(c) =

⋃
u∈W Cw1

u (c), this def-
inition implies the following decomposition of the set Cw1s

w (c) as disjoint
union:

Cw1s
w (c) =

⋃

c′∈Cw1
(c)

Cw1s,s
w (c′) =

⋃

u∈W

⋃

c′∈Cw1
u (c)

Cw1s,s
w (c′). (6.2)

Lemma 6.2. — Let w1 ∈ W, s ∈ S and r = w1sw
−1
1 . Assume C0 ≺

w1(C0) ≺ w1s(C0). For every u ∈W, let c′ be a chamber in Cw1
u (c). Then,

for every w ∈W,
∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′))) = χχ
1/2
0 (wc′w1(0)) T (w1s,w1)

w,u , (6.3)

where

T (w1s,w1)
w,u =





qs χχ
1/2
0 (u(w1s(0)− w1(0))) if w = u,u > ur,

χχ
1/2
0 (u(w1s(0)− w1(0))) if w = u,u < u r,

qs − 1 if w = ur > u,
0 otherwise.

(6.4)

Moreover T
(w1s,w1)
w,u only depends on the choice of w1, s and w,u, but it

doesn’t depend on the choice of the chamber c′ in the set Cw1
u (c), nor on the

choice of c.

Proof. — Since c′ ∈ Cw1
u (c), then δ(c, c′) = w1 and ρω(c′) = w′(w1(C0)),

for some w′ = wc′ ∈ u. Moreover the chamber w1(C0) is s-adjacent to
(w1s)(C0), since |w1s| = |w1| + 1, and hence also the chamber w′(w1(C0))
is s-adjacent to w′(w1s(C0)). So there are two possibilities, according to the
choice of c′ and consequently of w′.

(I) w′(w1s(C0)) ≺ w′(w1(C0)). In this case, w′(w1s(C0)) is s-adjacent
to ρω(c′); moreover we have w′(w1s(C0)) ≺ ρω(c′), since ρω(c′) =
w′(w1(C0)) and hence ρω(c′′) = w′(w1s(C0)), for every chamber c′′

such that δ(c′, c′′) = s. Therefore Cw1s,s
w (c′) = ∅, if w �= u, while, if

w = u, then Cw1s,s
w (c′) = {c′′ : δ(c′, c”) = s} and wc′′ = wc′ , for each

c′′ in this set. Thus, keeping in mind that |{c′′ : δ(c′, c”) = s}| = qs,
and that v0(C0) = 0, we get the following formula

∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′)))

=

{
qs χχ

1/2
0 (wc′(w1s(v0(C0))) = qs χχ

1/2
0 (wc′w1s(0)) if w = u,

0 otherwise,

= χχ
1/2
0 (wc′w1(0))

{
qs χχ

1/2
0 (wc′w1s(0)− wc′w1(0)) if w = u,

0 otherwise.
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(II) w′(w1(C0)) ≺ w′(w1s(C0)). In this case, ρω(c′) is s-adjacent to
wc′(w1s(C0)); moreover we have ρω(c′) ≺ wc′(w1s(C0)), since
ρω(c′) = wc′(w1(C0)). Hence, among the qs chambers c′′ such that
δ(c′, c′′) = s, only one, say c′′, retracts on wc′(w1s(C0)), while all the
others retract on wc′(w1(C0)). If we consider the affine reflection r =
w1sw

−1
1 , then wc′(w1(C0)) = (wc′r)(rw1(C0)) = (wc′r)(w1s(C0)),

where wc′ ∈ u, r ∈ r and consequently wc′r ∈ u r. Therefore the
chamber c′′ retracts on wc′(w1s(C0)) and then wc′′ = wc′ , that is w =

u; instead the qs − 1 chambers c′′ �= c′′ retract on wc′r((w1s)(C0)),
with wc′r ∈ u r, and then wc′′ = wc′r, that is w = ur. So we have to
distinguish 3 cases for the set Cw1s,s

w (c′).

(a) w = u; the set Cw1s,s
w (c′) contains only the chamber c′′ and

ρω(c′′) = wc′((w1s)(C0));

(b) w = ur; the set Cw1s,s
w (c′) contains qs − 1 chambers c′′ which

are s−adjacent to c′ and they all satisfy the relation ρω(c′′) =
(wc′r)((w1s)(C0)) = wc′(w1(C0));

(c) w �= u,ur; no chamber c′′ can retract over a chamber
wc′′((w1s)(C0)), with wc′′ ∈ w; hence the set Cw1s,s

w (c′) is empty.

Therefore in case (II) we can conclude that
∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′)))

=




χχ

1/2
0 (wc′(w1s)(v0(C0)) = χχ

1/2
0 (wc′(w1s)(0) if w = u,

(qs − 1)χχ
1/2
0 (wc′(w1(v0(C0)))) = (qs − 1)χχ

1/2
0 (wc′(w1(0))) if w = ur,

0 otherwise

= χχ
1/2
0 (wc′w1(0))




χχ

1/2
0 (wc′w1s(0)− wc′w1(0)) if w = u,

(qs − 1)χχ
1/2
0 (wc′w1(0)− wc′w1(0)) if w = ur,

0 otherwise.

Consider in both cases (I) and (II) the vector wc′w1s(0) − wc′w1(0); since
wc′ ∈ u, we can write wc′ = tλu, for some λ ∈ L. Therefore

wc′w1(0) = (tλu)(w1(0)) = λ+ u(w1(0)) = λ

and wc′w1s(0) = (tλu)(w1s(0)) = λ+ u(w1s(0)),

and thus wc′w1s(0)−wc′w1(0) = λ+u(w1s(0))−λ−u(w1(0)) = u(w1s(0))−
u(w1(0)). This equality shows that the vector is independent of the choice
of wc′ ∈ u, but only depends on u. Going back to the previous formulas, we
can write

∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′))) = χχ
1/2
0 (wc′w1(0)) T (w1s,w1)

w,u ,
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where

T (w1s,w1)
w,u =

{
qs χχ

1/2
0 (u(w1s(0)− w1(0))) if w = u,

0 otherwise
in case (I)

T (w1s,w1)
w,u =




χχ

1/2
0 (u(w1s(0)− w1(0))) if w = u,

qs − 1 if w = u r,
0 otherwise

in case (II).

If we put w1(C0) = C1, then, according to [8, Proposition 2.16.1], we have

wc′(C1) ≺ (wc′r)(C1) ⇐⇒ u < ur;

hence we can resume in the following way the formulas for T
(w1s,w1)
w,u .

T (w1s,w1)
w,u =





qs χχ
1/2
0 (u(w1s(0)− w1(0))) if w = u,u > ur,

χχ
1/2
0 (u(w1s(0)− w1(0))) if w = u,u < u r,

qs − 1 if w = ur > u,
0 otherwise.

We remark that T
(w1s,w1)
w,u only depends on the choice of w1, s and w,u, but

it doesn’t depends on the choice of the chamber c′, nor of the choice of the
initial chamber c. �

Theorem 6.3. — Let w1 ∈ W, s ∈ S and r = w1sw
−1
1 . Assume C0 ≺

w1(C0) ≺ w1s(C0). Then, for every chamber c,

V w1s(c) = T (w1s,w1)V w1(c), (6.5)

where T (w1s,w1) is the sub-triangular non-singular matrix of order d = |W|
T (w1s,w1) = (T (w1s,w1)

w,u )w,u∈W.

Proof. — By Definition 6.1, (6.2) implies that, for every w ∈W,

V w1s
w (c) =

∑

c′′∈Cw1s
w (c)

χχ
1/2
0 (ρω(v0(c

′′)))

=
∑

u∈W

∑

c′∈Cw1
u (c)

∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′))).

Using (6.3) and (6.4), we can write, for every w ∈W,

V w1s
w (c) =

∑

u∈W

∑

c′∈Cw1
u (c)

∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(v0(c

′′)))

=
∑

u∈W

∑

c′∈Cw1
u (c)

χχ
1/2
0 (wc′w1(0)) T (w1s,w1)

w,u

=
∑

u∈W
T (w1s,w1)
w,u

∑

c′∈Cw1
u (c)

χχ
1/2
0 (wc′w1(0)).
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Keeping in mind that V w1
u (c) =

∑
c′∈Cw1

u (c) χχ
1/2
0 (ρω(v0(c

′)))

=
∑

c′∈Cw1
u (c) χχ

1/2
0 (wc′w1(0)), we conclude that

V w1s
w (c) =

∑

u∈W
T (w1s,w1)
w,u V w1

u (c).

Therefore (6.5) follows by setting T (w1s,w1) = (T
(w1s,w1)
w,u )w,u∈W. �

Proposition 6.4. — Let w1 ∈ W, s ∈ S and r = w1sw
−1
1 . The matrix

T (w1s,w1) only depends on w1 and s and, for every λ ∈ L+, τ(λ) = 0,

T (tλw1s,tλw1) = T (w1s,w1). (6.6)

Proof. — Write w1 = tλ1
w1; then

w1s(0)− w1(0) = tλ1
w1s(0)− tλ1

w1(0) = λ1 + w1s(0)− λ1 −w1(0)

= w1s(0)−w1(0).

This proves that the matrix T (w1s,w1) does not depend on the choice of
w1 in the class w1. Moreover, if w2 = tλw1, for λ ∈ L+, τ(λ) = 0, then
C0 ≺ tλw1(C0), and therefore C0 ≺ tλw1(C0) ≺ tλw1s(C0). This implies
that the matrix T (w2s,w2) is well defined. Since w2 = w1, we conclude that
T (w2s,w2) = T (w1s,w1). �

6.3. The matrix Tw

We fix ω and c as in Sections 6.1 and 6.2. Let w ∈W ; assume that w =
s1 · · · sn and set w1 = s1, w2 = w1s2 = s1s2, . . . , wn = s1 · · · sn = w.

If C0 ≺ w1(C0) ≺ · · · ≺ w(C0), then s1 = sα0
and |wj | = |wj−1|+ 1 = j,

for every j = 1, . . . , n. We notice that, if w ∈ W has length |w| = n,
and C0 ≺ w(C0), we may always write w = s1 · · · sn, in such a way that
C0 ≺ s1(C0) ≺ · · · ≺ s1 · · · sn(C0) = w(C0).

By Proposition 6.4, V wj (c) = T (wj ,wj−1)V wj−1(c), for each j = 1, . . . , n;
so, for every j = 1, . . . , n,

V w(c) = T (w,wn−1) · · ·T (wj ,wj−1) V wj−1(c) = T (w,wn−1) · · ·T (w1,e) V e(c).

The following lemma shows that, for every j = 1, . . . , n, the product
T (w,wn−1) · · ·T (wj ,wj−1) does not depend on the representation of the ele-
ment w as reduced word.
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Lemma 6.5. — Let w ∈ W, |w| = n. If w = s1 · · · sn = s′1 · · · s′n, where
s1, . . . , sn, s′1, . . . , s

′
n ∈ S and C0 ≺ s1(C0) ≺ · · · ≺ s1 · · · sn(C0), C0 ≺

s′1(C0) ≺ · · · ≺ s′1 · · · s′n(C0), then, , for every j = 1, . . . , n,

T (s1···sn,s1···sn−1) · · ·T (s1···sj ,s1···sj−1) = T (s′1···s′n,s′1···s′n−1) · · ·T (s′1···s′j ,s′1···s′j−1).

Proof. — Assume j = 1. We know that

V w(c) = T (s1···sn,s1···sn−1) · · ·T (s1,e) V e(c)

= T (s′1···s′n,s′1···s′n−1) · · ·T (s′1,e) V e(c).

In order to compare the matrices T (s1···sn,s1···sn−1) · · ·T (s1,e) and
T (s′1···s′n,s′1···s′n−1) · · ·T (s′1,e), we choose the chamber c in an appropriate way.
Fix u ∈W and consider a chamber c containing e, such that ρω(c) = u(C0).
According to this choice, Ce(c) = c and Cew(c) = {c} if w = u, while
Cew(c) = ∅ if w �= u. Hence V e(c) = δu, because

V (e)
w (c) =

{
χχ

1/2
0 (ρω(0)) = 1 if w = u,

0 otherwise.

Therefore T (s1···sn,s1···sn−1) · · ·T (s1,e) δu = T (s′1···′sn,s′1···s′n−1) · · ·T (s′1,e) δu,
that is

[T (s1···sn,s1···sn−1) · · ·T (s1,e)]w,u = [T (s′1···s′n,s′1···s′n−1) · · ·T (s′1,e)]w,u, ∀u,w ∈W.

So we conclude that, for every j > 0,

T (s1···sn,s1···sn−1) · · ·T (s1···sj ,s1···sj−1)

=
[
T (s1···sn,s1···sn−1) · · ·T (s1,e)

] [
T (s1···sj−1,s1···sj−2) · · ·T (s1,e)

]−1

=
[
T (s′1···s′n,s′1···s′n−1) · · ·T (s′1,e)

] [
T (s′1···s′j−1,s

′
1···s′j−2) · · ·T (s′1,e)

]−1

= T (s′1···s′n,s′1···s′n−1) · · ·T (s′1···s′j ,s′1···s′j−1).

�
Lemma 6.5 suggests the following definition.

Definition 6.6. — For every w ∈W, |w| = n, such that C0 ≺ w1(C0) ≺
· · · ≺ w(C0), we denote by Tw the following sub-triangular non-singular ma-
trix of order d = |W |

Tw = T (w,wn−1) · · ·T (w1,e). (6.7)

Moreover, for every w0 ∈ W such that C0 ≺ w0(C0) ≺ w0w1(C0) ≺ · · · ≺
w0w(C0), we define

T (w0w,w0) = T (w0w,w0wn−1) T (w0wn−1,w0wn−2) · · ·T (w0w1,w0). (6.8)
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We notice that, if |w0w| = |w0| + |w| = |w0| + n and C0 ≺ w0(C0) ≺
w0w(C0), we may always write w = s1 · · · sn in such a way that C0 ≺
w0(C0) ≺ w0s1(C0) ≺ · · · ≺ w0s1 · · · sn(C0).

Corollary 6.7. — Let w0, w ∈W, with |w| = n; assume C0 ≺ w0(C0) ≺
w0w(C0), Then

Tw0w = T (w0wn,w0wn−1) T (w0wn−1,w0wn−2) · · ·T (w0w1,w0) Tw0 ; (6.9)

moreover, for every chamber c,

V w(c) = Tw V e(c) and V w0w(c) = Tw0w V w0(c). (6.10)

From Proposition 6.4 and Definition 6.6 it follows immediately the fol-
lowing corollary.

Corollary 6.8. — Let w0, w ∈ W such that C0 ≺ w0(C0) ≺ w0w(C0).
Then, for every λ ∈ L+, τ(λ) = 0,

T (tλw1,tλw0) = T (w1,w0). (6.11)

6.4. The matrix Tλ

Let λ ∈ L̂+, τ(λ) = 0; then tλ ∈ W and C0 ≺ tλ(C0). According to
Definition 6.6, we can define the non-singular sub-triangular matrix Tλ =
T tλ such that V tλ(c) = Tλ V e(c), for every chamber c.

Theorem 6.9. — Let λ ∈ L̂+, τ(λ) = 0; for every u ∈W,

Tλu,u = χ
1/2
0 (λ)χu(λ). (6.12)

Proof. — Let tλ = s1 · · · sn; we set, as usual,

wj = wj−1sj , j = 1, . . . , n− 1, wn = tλ, rj = wj−1sjw
−1
j−1,

Cj = wj(C0), j = 1, . . . , n.

Since λ ∈ L̂+, then C0 ≺ C1 ≺ · · · ≺ Cn−1 ≺ Cn = tλ(C0); moreover, for
every u ∈W,

Tλu,u = T (wn−1sn,wn−1)
u,u · · ·T (s1,e)

u,u .

Therefore, by Theorem 6.3,

Tλu,u = χχ
1/2
0 (u(wn(0)− wn−1(0))) χχ

1/2
0 (u(wn−1(0)− wn−2(0)))

· · ·χχ1/2
0 (u(w1(0))) (Πj∈Juqj)

= χχ
1/2
0 (u(λ)) (Πj∈Juqj) = [(Πj∈Juqj) (χu

0 )1/2(λ)] χu(λ),
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where Ju = {j = 1, . . . , n : u rj < u} and qj = qsj , for every j. We notice
that Je = ∅ and Jw0 = {1, . . . , n}, while, for u �= e,w0, Ju is non trivial.
Since Cj−1 ≺ rj(Cj−1) for every j, then it can be proved (see [8, Proposition
2.16.1]) that, for w′ ∈ u,

u rj < u ⇐⇒ w′(Cj) = w′(rj(Cj−1)) ≺ w′(Cj−1)

⇐⇒ w′wj(C0)) ≺ w′(wj−1(C0)).

Therefore Ju = {j = 1, . . . , n, : w′wj(C0)) ≺ w′(wj−1(C0), w
′ ∈ u}.

On the other hand, by (3.3), for every u ∈W and w′ ∈ u,

χ0(u(λ)) =
∏

j∈J+
u

qj .
∏

j∈J−u

q−1
j ,

where J+
u = {j : us1 · · · sj−1(C0) ≺ us1 · · · sj(C0)} and J−u = {j :

us1 · · · sj(C0) ≺ us1 · · · sj−1(C0)}. Since J+
u = {j : w′wj−1(C0) ≺ w′wj(C0)},

for any w′ ∈ u, and so J+
u = Ju, we conclude that

(Πj∈Ju qj)(χ
u
0 )1/2(λ) = (Πj∈J+

u
qj) (Πj∈J+

u
q
1/2
j ) (Πj∈J−u q

−1/2
j )

= (Πj∈J+
u
q
1/2
j ) (Πj∈J−u q

1/2
j ) = Πn

j=1 q
1/2
j

= χ
1/2
0 (λ)

�

Proposition 6.10. — Let λ1, λ2 ∈ L̂+, τ(λ1) = τ(λ2) = 0. Then

Tλ1 Tλ2 = Tλ2 Tλ1 . (6.13)

Proof. — If λ1, λ2 ∈ L̂+ and τ(λ1) = τ(λ2) = 0, it is easy to see that
|tλ1+λ2 | = |tλ1 | + |tλ2 |. Actually, if c and c′′ are two chambers such that
δ(c, c′′) = tλ1+λ2 , then there exist unique c1, c2 such that

δ(c, c1) = tλ1
, δ(c1, c

′′) = tλ2
and δ(c, c2) = tλ2

, δ(c2, c
′′) = tλ1

.

Therefore, according to Definition 6.6, Tλ1+λ2 = T tλ2
tλ1 = T (tλ2

tλ1
,tλ2

) T tλ1 .
On the other hand, Corollary 6.8 assures that T (tλ2

tλ1
,tλ2

) = T (tλ1
,e) = Tλ1

and then Tλ1+λ2 = Tλ2 Tλ1 . In an analogous way we prove that Tλ2+λ1 =
Tλ1 Tλ2 . Since Tλ1+λ2 = Tλ2+λ1 , (6.13) is proved. �

Theorem 6.11. — If χ is a good character, there exists a unique ma-
trix C independent of λ, such that Dλ = CTλC−1 is diagonal for all
λ ∈ L̂+, τ(λ) = 0; moreover

Dλ
u,u = χ

1/2
0 (λ) χu(λ), ∀u ∈W. (6.14)
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Proof. — Let χw1(λ0) �= χw2(λ0), for w1 �= w2; then (6.12) implies that
the matrix Tλ0 has distinct eigenvalues and so there exists a matrix C such
that Dλ0 = CTλ0C−1 is diagonal. By (6.13), the matrix C diagonalizes Tλ,

for every λ ∈ L̂+, τ(λ) = 0; moreover (6.14) follows from (6.12). �

Corollary 6.12. — If χ is a good character, then there exists a matrix
C, independent of λ, such that for every λ ∈ L̂+, τ(λ) = 0, and for every
chamber c,

V tλ(c) = (C−1DλC) V e(c), (6.15)

where Dλ
u,u = χ

1/2
0 (λ) χu(λ), for every u ∈W.

6.5. Macdonald formula for spherical functions on vertices of type 0

We can state the following matricial formula for the spherical function
ϕ
χχ

1/2
0

associated to a character χ.

Proposition 6.13. — For every x ∈ Vλ(e), τ(λ) = 0, we have

ϕ
χχ

1/2
0

(x) = χ−1
0 (λ) I Tλ V e

0 , (6.16)

if V e
0 = (V e

0,u)u∈W and

V e
0,u =

qu
W(q)

, ∀ u ∈W. (6.17)

Proof. — Since, for every chamber c, V tλ(c) = TλV e(c), (6.1) implies
that, for every x ∈ Vλ(e), τ(λ) = 0,

ϕχχ0
1/2(x) =

1

W(q)
χ−1

0 (λ) I
∑

c∈Ce
Tλ V e(c) =

1

W(q)
χ−1

0 (λ) I Tλ
∑

c∈Ce
V e(c).

On the other hand, according to Lemma 6.5, V e(c) = δu, if c contains e and
ρω(c) = u(C0). Thus

∑

c∈Ce
V e(c) =

∑

u∈W


 ∑

c∈Ce:ρω(c)=u(C0)

V e(c)


 =

∑

u∈W
qu δu = W(q)V e

0 ,

if V e
0 = (V e

0,u)u∈W and (V e
0 )u = qu(W(q))−1, for every u ∈W. Therefore

(6.16) is proved. �

We notice that if x = e, we get ϕχχ0
1/2(x) = I V e

0 = 1, since T 0 is the
identity matrix.

– 709 –



A. M. Mantero, A. Zappa

Theorem 6.14. — For every good χ, there exist constants {cw(χ),w ∈
W}, ∑

w∈W cw(χ) = 1, such that

ϕχχ0
1/2(x) = χ

−1/2
0 (λ)

∑

w∈W
cw(χ) χw(λ), (6.18)

for every x ∈ Vλ(e), with τ(λ) = 0.

Proof. — Assume at first that x �= e. By (6.16) and (6.15), we can write,
for every x ∈ Vλ(e), with τ(λ) = 0,

ϕ
χχ

1/2
0

(x) =
1

W(q)
χ−1

0 (λ) I C−1DλC V e
0 .

Therefore, by setting U1(χ) = I C−1 and U2(χ) = C V e
0 , we have

ϕ
χχ

1/2
0

(x) = χ−1
0 (λ) U1(χ) Dλ U2(χ)

= χ−1
0 (λ)

∑

w∈W
(U2(χ))w χ

1/2
0 (λ) χw(λ) (U2(χ))w

= χ
−1/2
0 (λ)

∑

w∈W
cw(χ) χw(λ),

if we set cw(χ) = (U1(χ))w (U2(χ))w, for every w ∈W. Moreover

∑

w∈W
cw(χ) =

∑

w∈W
(U1(χ))w (U2(χ))w

= (I C−1) (CV e
0 ) = I (C−1C)V e

0 = I V e
0

=
∑

w∈W
qw = 1.

Since ϕ
χχ

1/2
0

(e) = 1 and
∑

w∈W cw(χ) χw(0) = 1, the required formula

holds also for x = e. �

It will be useful to express formula (6.18) in terms of the retraction
ρ0(x).

Corollary 6.15. — For every good character χ and for every x ∈
V0(∆)

ϕχχ0
1/2(x) = χ

1/2
0 (ρ0(x))

∑

w∈W
dw(χ) χw(ρ0(x)), (6.19)

if dw(χ) = cww0
(χ), for every w ∈W.
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Proof. — Since ρ0(x) = w0(λ), for every x ∈ Vλ(e), then χ
−1/2
0 (λ) =

χ
−1/2
0 (w0ρ0(x)) = χ

1/2
0 (ρ0(x)). If we set u = ww0, for each w ∈ W, and

du(χ) = cuw0(χ), for every u ∈W, we can write

∑

w∈W
cw(χ)χw(w0ρ0(x)) =

∑

u∈W
cuw0(χ)χuw0(w0ρ0(x))

=
∑

u∈W
cuw0(χ) χu(ρ0(x))

=
∑

u∈W
du(χ)χu(ρ0(x)).

�

Proposition 6.16. — If χ is a good character, then for every u ∈W,

cu(χ) = ce(χ
u) and du(χ) = de(χ

u). (6.20)

Proof. — It is enough to prove that, for every u ∈W, cu(χ) = ce(χ
u),

if χ is a good character. Fix u ∈W. Since ϕ
χχ

1/2
0

= ϕ
(χu)χ

1/2
0

, then (6.18)

implies that, for every λ ∈ L̂, τ(λ) = 0,

∑

v∈W
cv(χ) χv(λ) =

∑

w∈W
cw(χu) (χu)w(λ)

=
∑

w∈W
cw(χu) χwu(λ)

=
∑

v∈W
cvu−1(χu) χv(λ),

by setting wu = v. Therefore cvu−1(χu) = cv(χ), for every v ∈W. In par-
ticular, if we choose v = u, we find the required identity ce(χ

u) = cu(χ).
�

The formulas (6.18) and (6.19) proved for good characters can in fact
be extended to all non-singular characters (see Section 8).

7. Macdonal formula for spherical functions on all special
vertices of a reduced building

In this section we assume that ∆ is a reduced building such that V̂(∆) �=
V0(∆) and we extend to all vertices of V̂(∆) the formula (6.18) provided by
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Theorem 6.14. We start by considering the formula (5.2) proved by Propo-
sition 5.4. The vertex of type j of any chamber d can be seen as the vertex
of type 0 of the generalized chamber d̂ = (d, σ), if σ is the automorphism

of the set I such that σ(j) = 0, that is vj(d) = v0(d̂). This remark suggests
that, in order to provide the required generalization, we must extend the
arguments of sections 6.1, 6.2, 6.3 and 6.4, replacing the affine Weyl group
W with the extended affine Weyl group Ŵ and the set C(∆) with the set

Ĉ(∆)of all extended chambers of ∆.

In the whole section we fix a boundary point ω and an extended chamber
ĉ = (c, σ), for some chamber c and some σ ∈ Auttr(D).

7.1. The vector V ŵ1(ĉ)

For every ŵ1 ∈ Ŵ , ŵ1 = w1g1, we define

Ĉ
ŵ1

(ĉ) = {ĉ′ ∈ Ĉ(∆), δ̂(ĉ, ĉ′) = ŵ1},

where δ̂(ĉ, ĉ′) = δ(c, c′)g−1g′, if ĉ′ = (c′, σ′) and g, g′ are the elements of the
group G corresponding to σ, σ′ respectively. We notice that

Ĉ
ŵ1

(ĉ) = {ĉ′ = (c′, σ′), c′ ∈ Cw1(c), σ
′ = σ1σ};

in particular, for every chamber c,

Ĉ
ŵ1

(c) = {ĉ′ ∈ Ĉ(∆), δ̂(c, ĉ′) = ŵ1} = {ĉ′ = (c′, σ1), c
′ ∈ Cw1(c)}.

We extend the definition of retraction ρω to all extended chambers, by
setting, for every ĉ = (c, σ),

ρω(ĉ) = (ρω(c), σ).

Then ρω(ĉ) = ŵ(C0), ŵ = wg, if and only if ρω(c) = w(C0) and g is the
element of G corresponding to σ.

If ĉ′ = (c′, σ′) belongs to C
ŵ1

(ĉ), then there exists a unique wc′ ∈ W,

such that ρω(c′) = wc′(w1(C0)). Therefore, being σ′ = σ1σ,

ρω(ĉ′) = (ρω(c′), σ′) = (wc′(w1(C0)), σ
′) = (wc′(w1(C0)), σ1σ)

= wc′(w1g1g(C0)) = wc′(ŵ1(C0, σ)).

In particular, for every chamber c, ρω(ĉ′) = wc′(ŵ1(C0)), if ĉ′ ∈ Ĉ
ŵ1

(c). So

in this case we have ρω(ĉ′) = w′(ŵ1(C0)) = w′w1g1(C0) if and only if
ρω(c′) = w′w1(C0) and σ′ = σ1.
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We define, for each w ∈W,

Ĉŵ1
w (ĉ) = {ĉ′ = (c′, σ′) ∈ Ĉ

ŵ1
(ĉ) : wc′ ∈ w}

= {ĉ′ = (c′, σ′) ∈ Ĉ
ŵ1

(ĉ) : ρω(ĉ′) = w′(ŵ1(C0, σ)), w′ ∈ w}.
In particular, when ĉ = c,

Ĉŵ1
w (c) = {ĉ′ = (c′, σ′) ∈ Ĉ

ŵ1
(c) : wc′ ∈ w}

= {ĉ′ = (c′, σ′) ∈ Ĉ
ŵ1

(c) : ρω(ĉ′) = w′(ŵ1(C0)), w
′ ∈ w}.

Then Ĉ
ŵ1

(ĉ) =
⋃

w∈W Ĉŵ1
w (ĉ), as disjoint union.

Since v0(ĉ) = vσ(0)(c), for every ĉ = (c, σ), and ρω(vj(c)) = vj(ρω(c)),
for every j ∈ I, then

v0(ρω(ĉ)) = v0(ρω(c), σ) = vσ(0)(ρω(c)) = ρω(vσ(0)(c)) = ρω(v0(ĉ)).

Definition 7.1. — We define

V ŵ1(ĉ) = (V ŵ1
w (ĉ))w∈W,

where, for every w ∈W,

V ŵ1
w (ĉ) =

∑

ĉ′∈Ĉŵ1
w (̂c)

χχ
1/2
0 (ρω(v0(ĉ

′))).

V ŵ1(ĉ) is a vector with respect to the usual ordering of W and, if ŵ1 = w1g1
and j = σ−1

1 (0),

V ŵ1
w (c) =

∑

c′∈Ĉw1
w (c)

χχ
1/2
0 (ρω(v0(c

′, σ1))) =
∑

c′∈Ĉw1
w (c)

χχ
1/2
0 (ρω(vj(c

′))), ∀w ∈W.

In particular if ŵ1 = tλ = uλgλ, for some λ ∈ L̂+, and σλ is the automor-
phism of D associated to gλ, then σλ(0) = j, if j = τ(λ), and, for every
chamber c,

∑

w∈W
V tλ
w (c) =

∑

ĉ′∈Ctλw (c)

χχ
1/2
0 (ρω(v0(ĉ

′))) =
∑

c′∈Cuλw (c)

χχ
1/2
0 (ρω(vj(c

′))).

Therefore, for every x ∈ Vλ(e),

ϕ
χχ

1/2
0

(x) =
1

W(q)
χ−1

0 (λ)
∑

c∈Ce

∑

w∈W
V tλ
w (c) =

1

W(q)
χ−1

0 (λ)
∑

c∈Ce
IV tλ(c).

(7.1)
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7.2. The matrix T (ŵ1s,ŵ1)

Let ŵ1 ∈ Ŵ , ŵ1 = w1g1; from now on we assume that C0 ≺ ŵ1(C0), that

is C0 ≺ w1(C0); this is the case, in particular, when ŵ1 = tλ, for λ ∈ L̂+.
Let s be any generator of W and consider ŵ1s; then ŵ1s = w1g1s = w1s1g1,
if s1 = g1sg

−1
1 . We shall assume |ŵs| = |ŵ|+ 1; since |ŵ| = |w|, if ŵ = wg,

this means in fact |w1s1| = |w1| + 1; thus w1(C0) ≺ w1s1(C0) and then

ŵ1(C0) ≺ ŵ1s(C0). We consider V ŵ1(c) and V ŵ1s(c); then we construct a

matrix, denoted T (ŵ1s,ŵ1), depending on ŵ1, s and ŵ1s, but not on c, such

that V ŵ1s(c) = T (ŵ1s,ŵ1)V ŵ1(c), so extending from W to Ŵ the content of
Section 6.2.

We consider, for each w ∈W, the set

Ĉŵ1s
w (c) = {ĉ′′ ∈ Ĉŵ1s(c) : ρω(ĉ′′) = wc′′(ŵ1s)(C0), wc′′ ∈ w}.

For every ĉ′′ ∈ Ĉŵ1s
w (c), there exists a unique ĉ′ ∈ Ĉ

ŵ1
(c), such that δ̂(ĉ′, ĉ′′) =

δ(c′, c′′) = s; actually, if ĉ′′ = (c′′, σ′′), we can choose ĉ′ = (c′, σ′) with

σ′ = σ′′. This fact suggests to define, for each ĉ′ ∈ Ĉ
ŵ1

(c),

Ĉŵ1s,s
w (ĉ′) = {ĉ′′ ∈ Ĉŵ1s

w (c) : δ̂(ĉ′, ĉ′′) = s}
= {ĉ′′ ∈ Ĉŵ1s(c) : δ̂(ĉ′, ĉ′′) = s, ρω(ĉ′′) = wc′′(ŵ1s)(C0), wc′′ ∈ w}.

Taking in account the decomposition Ĉ
ŵ1

(c) =
⋃

u∈W Ĉŵ1
u (c), this def-

inition implies the following decomposition of the set Ĉŵ1s
w (c) as disjoint

union:

Ĉŵ1s
w (c) =

⋃

ĉ′∈Ĉ
ŵ1

(c)

Ĉŵ1s,s
w (ĉ′) =

⋃

u∈W

⋃

ĉ′∈Ĉŵ1
u (c)

Ĉŵ1s,s
w (ĉ′), (7.2)

Lemma 7.2. — Let ŵ1 ∈ Ŵ , ŵ1 = w1g1, s ∈ S and r = ŵ1sŵ
−1
1 .

Assume C0 ≺ ŵ1(C0) and |ŵs| = |ŵ| + 1. For every u ∈ W, let ĉ′ =

(c′, σ′) ∈ Ĉŵ1
u (c). Then, for every w ∈W,

∑

ĉ′′∈Ĉŵ1s,s
w (̂c′)

χχ
1/2
0 (ρω(v0(ĉ

′′))) = χχ
1/2
0 (wc′ŵ1(0)) T (ŵ1s,ŵ1)

w,u , (7.3)

where

T (ŵ1s,ŵ1)
w,u =





qs χχ
1/2
0 (u(ŵ1s(0)− ŵ1(0))) if w = u,u > ur,

χχ
1/2
0 (u(ŵ1s(0)− ŵ1(0))) if w = u,u < u r,

qs − 1 if w = ur > u,
0 otherwise.

(7.4)
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Moreover T
(ŵ1s,ŵ1)
w,u only depends on the choice of ŵ1, s and w,u, but it

doesn’t depend on the choice of the extended chamber ĉ′ in the set Ĉŵ1
u (c),

nor on c.

Proof. — Let ĉ′ = (c′, σ′). Since ĉ′ ∈ Ĉŵ1
u (c), then δ̂(c, ĉ′) = ŵ1 = w1g1

and ρω(ĉ′) = wc′(ŵ1(C0)), for some wc′ ∈ u. Hence, if we consider the
chamber c′, then ρω(c′) = wc′(w1(C0)). Moreover, since |w1s1g1| = |ŵ1s| =
|ŵ1|+1 = |w1g1|+1, the chamber w1(C0) is s1-adjacent to (w1s1)(C0), and
hence also the chamber wc′(w1(C0)) is s1-adjacent to wc′(w1s1(C0)). So we
can apply the argument of Lemma 6.2 to characterize the set Cw1s1,s1

w (c′).

On the other hand, an extended chamber ĉ′′ belongs to the set Ĉŵ1s,s
w (ĉ′) if

and only if ĉ′′ = (c′′, σ′′), with σ′′ = σ′ = σ1 and c′′ ∈ Cw1s1,s1
w (c′). So we

distinguish two cases as in Lemma 6.2.

(I) If w′(ŵ1s(C0)) ≺ w′(ŵ1(C0)), then w′(w1s1(C0)) ≺ w′(w1(C0)) and
so, by Lemma 6.2,

∑

c′′∈Cw1s1,s1
w (c′)

χχ
1/2
0 (ρω(v0(c

′′))) =

{
qs χχ

1/2
0 (wc′(w1s(v0(C0))) if w = u,

0 otherwise.

In the same way, for each j ∈ I,
∑

c′′∈Cw1s,s
w (c′)

χχ
1/2
0 (ρω(vj(c

′′))) =

{
qs χχ

1/2
0 (wc′(w1s(vj(C0))) if w = u,

0 otherwise.

Therefore, recalling that v0(ĉ) = vσ(0)(c), if ĉ = (c, σ),

∑

ĉ′′∈Ĉŵ1s,s
w (̂c′)

χχ
1/2
0 (ρω(v0(ĉ

′′))) =
∑

c′′∈Ĉŵ1s1,s1
w (c′)

χχ
1/2
0 (ρω(v0(ĉ

′′)))

=
∑

c′′∈Ĉŵ1s1,s1
w (c′)

χχ
1/2
0 (ρω(vσ1(0)c

′′))

=

{
qs χχ

1/2
0 (wc′w1s1(vσ1(0)(C0)) = qs χχ

1/2
0 (wc′w1s1g1(0) if w = u,

0 otherwise

=

{
qs χχ

1/2
0 (wc′w1s1(vσ1(0)(C0)) = qs χχ

1/2
0 (wc′ŵ1s(0) if w = u,

0 otherwise.

(II) In the same way, if w′(ŵ1(C0)) ≺ w′(ŵ1s(C0)), we get the following
formula:

– 715 –



A. M. Mantero, A. Zappa

∑

ĉ′′∈Cŵ1s,s
w (̂c′)

χχ
1/2
0 (ρω(v0(ĉ

′′)))

=





χχ
1/2
0 (wc′(w1s1)(vσ1(0)(C0)) = χχ

1/2
0 (wc′(ŵ1s)(0) if w = u,

(qs − 1)χχ
1/2
0 (wc′(w1(vσ1(0)(C0)))) if w = ur,

= (qs − 1)χχ
1/2
0 (wc′(ŵ1(0)))

0 otherwise,

since r = ŵ1sŵ
−1 = w1s1w

−1.

Consider, in both cases I and II, the vector wc′ŵ1s(0)−wc′ŵ1(0); since
wc′ ∈ u, we can write wc′ = tλu, for some λ ∈ L. Therefore, as in Lemma
6.2 we have

wc′ŵ1s(0)−wc′ŵ1(0) = λ+u(ŵ1s(0))−λ−u(ŵ1(0)) = u(ŵ1s(0))−u(ŵ1(0)).

This equality shows that the vector is independent of the choice of wc′ ∈ u,
but only depends on u. Going back to the previous formulas, we can write

∑

ĉ′′∈Ĉŵ1s,s
w (̂c′)

χχ
1/2
0 (ρω(v0(ĉ

′′))) = χχ
1/2
0 (wc′ŵ1(0)) T (ŵ1s,ŵ1)

w,u ,

where

T (ŵ1s,ŵ1)
w,u =





qs χχ
1/2
0 (u(ŵ1s(0)− ŵ1(0))) if w = u,u > ur,

χχ
1/2
0 (u(ŵ1s(0)− ŵ1(0))) if w = u,u < u r,

qs − 1 if w = ur > u,
0 otherwise.

We remark that T
(ŵ1s,ŵ1)
w,u only depends on the choice of ŵ1, s and w,u,

but it doesn’t depends on the choice of the extended chamber ĉ′, nor of the
choice of the initial chamber c. �

Theorem 7.3. — Let ŵ1 ∈ Ŵ , ŵ1 = w1g1, and let s = si, for some
i ∈ I; assume C0 ≺ ŵ1(C0) and |ŵ1s| = |ŵ1| + 1. Denote r = ŵ1sŵ

−1
1 .

Then, for every chamber c,

V ŵ1s(c) = T (ŵ1s,ŵ1)V ŵ1(c), (7.5)

where T (ŵ1s,ŵ1) is the sub-triangular non-singular matrix of order d = |W|

T (w1s,w1) = (T (ŵ1s,ŵ1)
w,u )w,u∈W.
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Proof. — The required statement follows from Lemma 7.2 in the same
way as Theorem 6.3 follows from Lemma 6.2. �

Proposition 7.4. — Let ŵ1 ∈ Ŵ , s ∈ S and r = ŵ1sŵ
−1
1 . The matrix

T (ŵ1s,ŵ1) only depends on w1 and s and, for every λ ∈ L̂,

T (tλŵ1s,tλŵ1) = T (ŵ1s,ŵ1).

Proof. — Write ŵ1 = tλ1
w1; then

ŵ1s(0)− ŵ1(0) = tλ1
w1s(0)− tλ1

w1(0) = λ1 + w1s(0)− λ1 −w1(0)

= w1s(0)−w1(0).

This proves that the matrix T (ŵ1s,ŵ1) does not depend on the choice of ŵ1

in the class w1. Moreover, if ŵ2 = tλŵ1, for any λ ∈ L̂, then w2 = w1, and

so we conclude that T (ŵ2s,ŵ2) = T (ŵ1s,ŵ1). �

7.3. The matrix T (ŵ1g,ŵ1)

Let ŵ1 ∈ Ŵ , say ŵ1 = w1g1, and assume C0 ≺ ŵ1(C0); this is the case in

particular when ŵ1 = tλ, for λ ∈ L̂+. Fix g ∈ G. Then ŵ1g = w1g1g = w1g2,
if g2 = g1g and therefore |ŵ1g| = |ŵ1| = |w1|, because |ŵ| = |w| if ŵ = wg.

If we consider the vectors V ŵ1(c) and V ŵ1g(c), we shall construct a

matrix T (ŵ1g,ŵ1), depending on ŵ1, g, and ŵ1s, but not on c, such that

V ŵ1g(c) = T (ŵ1g,ŵ1)V ŵ1(c).

Theorem 7.5. — Let ŵ1 ∈ Ŵ , ŵ1 = w1g1, and g ∈ G; assume C0 ≺
ŵ1(C0). Then, for every chamber c,

V ŵ1g(c) = T (ŵ1g,ŵ1)V ŵ1(c), (7.6)

where T (ŵ1g,ŵ1) = (T
(ŵ1g,ŵ1)
w,u )w,u∈W, and, for every w,u ∈W,

T (ŵ1g,ŵ1)
w,u =

{
χχ

1/2
0 (u(ŵ1g(0)− ŵ1(0)) if w = u,

0 otherwise.
(7.7)

Proof. — We consider, for each w ∈ W, the set Ĉŵ1g
w (c), defined in

Section 7.1:

Ĉŵ1g
w (c) = {ĉ′′ ∈ Cŵ1g(c) : ρω(ĉ′′) = wc′′(ŵ1g)(C0), wc′′ ∈ w}.
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Since ŵ1g = w1g
′
1, for g′1 = g1g, then ĉ′′ = (c′′, σ′′) belongs to the set Ĉŵ1g

w (c)
if and only if c′′ ∈ Cw1

w (c) and σ′′ = σ1σ. On the other hand ĉ′ = (c′, σ′)

belongs to the set Ĉŵ1
w (c) if and only if c′ ∈ Cw1

w (c) and σ′ = σ1. Therefore

if, for each ĉ′′ = (c′′, σ′′) ∈ Ĉŵ1g
w (c), we consider the chamber ĉ′ = (c′, σ′)

such that c′ = c′′ and σ′ = σ′′σ−1, then ĉ′ ∈ Ĉŵ1
w (c), but v0(wc′′(ŵ1g(C0)) =

vσ(0)(ŵ1(C0)). So, for each w ∈W,

V ŵ1g
w (c) =

∑

c′∈Cw1
w (c)

χχ
1/2
0 (wc′w1g1g(0))

=
∑

c′∈Cw1
w (c)

χχ
1/2
0 (wc′ŵ1(0)) χχ

1/2
0 (u(ŵ1g(v0(C0))− ŵ1(v0(C0)))

and we conclude that V ŵ1g(c) = T (ŵ1g,ŵ1)V ŵ1(c), if

T (ŵ1g,ŵ1)
w,u =

{
χχ

1/2
0 (u(ŵ1g(v0(C0))− ŵ1(v0(C0))) if w = u,

0 otherwise.

�

7.4. The matrix T ŵ

Let ŵ0 ∈ Ŵ ; we can split ŵ0 as ŵ0 = w0g0, for some w0 ∈ W and
g0 ∈ G. Define, for s1, . . . , sn ∈ S,

ŵ1 = ŵ0s1, ŵ2 = ŵ1s2 = ŵ0s1s2, · · · ŵn = ŵn−1sng = ŵ0s1 · · · sn.

We notice that if we set s′j = g−1
0 sjg0 and wj = w0s

′
1 · · · s′j , then ŵj =

w0s
′
1 · · · s′jg0 = wjg0, for every j = 1, . . . , n. We assume ŵ0(C0) ≺ ŵ1(C0) ≺

· · · ≺ ŵn(C0), that is w0(C0) ≺ w1(C0) ≺ · · · ≺ wn(C0). This implies that
|wj | = |wj−1|+1, that is |ŵj | = |ŵj−1|+1 = |ŵ0|+ j, for every j = 1, . . . , n.
In particular, when ŵ0 = g0, then s1 = sα0 and |wj | = j for j = 1, . . . , n.

Theorem 7.3 and Theorem 7.5 assure that V ŵj (c) = T (ŵj ,ŵj−1) V ŵj−1(c),

for each j = 1, . . . , n, and V ŵ0(c) = T (ŵ0,w0) V w0(c). Consequently

V ŵn(c) = T (ŵn,ŵn−1) · · ·T (ŵ1,ŵ0) V ŵ0(c)

= T (ŵn,ŵn−1) · · ·T (ŵ1,ŵ0) T (ŵ0,w0) V w0(c).

In particular, if ŵ0 = g0,

V ŵn(c) = T (g0s1···sn,g0s1···sn−1) · · ·T (g0s1,g0)V g0(c)

= T (g0s1···sn,g0s1···sn−1) · · ·T (g0s1,g0) T (g0,e)V e(c).
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Proposition 7.6. — Let ŵ ∈ Ŵ , with ŵ = wg and w = s1 · · · sn.

(i) Let g0 ∈ G; if g0(C0) ≺ g0s1(C0) ≺ · · · ≺ g0s1 · · · sn(C0), then the
matrix

T (g0s1···sn,g0s1···sn−1) · · ·T (g0s1,g0) T (g0,e)

only depends on w, but is independent of s1, · · · , sn.

(ii) Let ŵ0 ∈ Ŵ , ŵ0 = w0g0 if |ŵ0ŵ| = |ŵ0| + n and C0 ≺ ŵ0(C0) ≺
ŵ0ŵ(C0), then the matrix

T (ŵ0ŵ,ŵ0ŵn−1) T (ŵ0ŵn−1,ŵ0ŵn−2) · · ·T (ŵ0ŵ1,ŵ0)

only depends on ŵ0 and ŵ, but is independent of their representation
as reduced words.

The proof of this proposition is the same as that of Lemma 6.5 and we
omit it.

Definition 7.7. — Let ŵ ∈ Ŵ , such that C0 ≺ ŵ(C0). Assume ŵ =

wg = gw′, being w′ = σ−1(w) and w = s1 · · · sn. We denote by T ŵ the
following sub-triangular matrix of order d = |W |

T ŵ = T (gs′1···s′n,gs′1···s′n−1) · · ·T (gs′1,g) T (g,e)

= T (s1···sng,s1···sn−1g) · · · T (s1g,g) T (g,e).

Moreover, for every ŵ0 ∈ Ŵ , ŵ0 = w0g0, such that |ŵ0ŵ| = |ŵ0| + n and
C0 ≺ ŵ0(C0) ≺ ŵ0ŵ(C0), we set

T (ŵ0ŵ,ŵ0) = T (ŵ0ŵ,ŵ0ŵn−1) T (ŵ0ŵn−1,ŵ0ŵn−2) · · ·T (ŵ0ŵ1,ŵ0). (7.8)

Corollary 7.8. — Let ŵ0, ŵ ∈ Ŵ , such that ŵ0 = w0g0 and ŵ = wg;
assume |ŵ0ŵ| = |ŵ0|+ n and C0 ≺ ŵ0(C0) ≺ ŵ0ŵ(C0); then

T ŵ0ŵ = T (ŵ0ŵ,ŵ0) T ŵ0 ; (7.9)

moreover, if C0 ≺ ŵ(C0), then, for every chamber c,

V ŵ(c) = T ŵ V e(c). (7.10)

Proof. — We notice that ŵ0ŵ = w0g0wg = w0g0gw
′ = g0gw

′
0w
′, for

suitable w′, w′0 ∈ W. Hence, if we set ŵ1 = ŵ0ŵ then ŵ1 = g1w1, with
w1 = w′0w

′ and g1 = g0g. Assume at first g = e; in this case ŵ1 = ŵ0w and
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then V ŵ1(c) = [T (ŵ1,ŵ0)] V ŵ0(c) = [T (ŵ1,ŵ0) T ŵ0 ] V e(c), and this proves

the required identity. Moreover the matrix T (ŵ1,ŵ0) is independent of the
representation of ŵ1 and ŵ0 as reduced words, because this is true for the

matrices T ŵ1 and T ŵ0 . Otherwise, if g �= e, then ŵ1 = ŵ0wg, and hence

V ŵ1(c) = [T (ŵ1,ŵ0w)] V ŵ0w(c) = [T (ŵ1,ŵ0w) T (ŵ0w,ŵ0) T ŵ0 ] V e(c), so the
proposition is proved. �

The following corollary is a direct consequence of Proposition 7.4 and
Definition 7.7.

Corollary 7.9. — Let ŵ0, ŵ ∈ Ŵ and ŵ1 = ŵ0ŵ. Assume |ŵ1| =

|ŵ0|+ |ŵ| and C0 ≺ ŵ0(C0) ≺ ŵ1(C0). Then, for every λ ∈ L̂,

T (tλŵ1,tλŵ0) = T (ŵ1,ŵ0).

7.5. The matrix Tλ for τ(λ) = j, j ∈ Î

Let λ ∈ L̂+ and let τ(λ) = j, for some j ∈ Î . Then tλ ∈ Ŵ , and
C0 ≺ tλ(C0). According to the Definition 7.7, we can define the non-singular
sub-triangular matrix Tλ = T tλ , such that V tλ(c) = TλV e(c), for every
chamber c.

Theorem 7.10. — Let λ ∈ L̂+ with τ(λ) = j, j ∈ Î; then, for every
u ∈W,

Tλu,u = χ
1/2
0 (λ)χu(λ). (7.11)

Proof. — Let tλ = uλgl, where uλ = s1 · · · sn; for j = 1, . . . , n we set,
as usual,

ŵ1 = s1gl, ŵ2 = ŵ1s2gl = s1s2gl, . . . , tλ = ŵn = ŵn−1sngl = s1 · · · sngl,

and Cj = ŵj(C0). Since λ ∈ L̂+, then C0 ≺ C1, . . . , Cn−1 ≺ Cn = tλ(C0).
Moreover, for every u ∈W,

T tλu,u = T (ŵn−1sn,ŵn−1)
u,u · · ·T (s1gl,gl)

u,u T (gl,e)
u,u ;

therefore, using Theorem 7.3 and Theorem 7.5 and keeping in mind (3.2),
we prove (7.11) by the same argument used in Theorem 6.9. �

Proposition 7.11. — Let λ1, λ2 ∈ L̂+. Then

Tλ1 Tλ2 = Tλ2 Tλ1 . (7.12)
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Proof. — It is easy to see that |tλ1+λ2
| = |tλ1

|+ |tλ2
|, for every λ1, λ2 ∈

L̂+. Therefore (7.12) follows from Corollaries 7.8 and 7.9, by the same ar-
gument used in Proposition 6.10. �

Taking in account the proposition above, Theorem 6.11 and Corollary
6.12 can easily extended to every λ ∈ L̂+.

Corollary 7.12. — If χ is a good character, there exists a unique ma-
trix C, independent of λ, such that Dλ = CTλC−1 is diagonal, for every
λ ∈ L̂+, and for every chamber c,

V tλ(c) = (C−1DλC) V e(c), (7.13)

where Dλ
u,u = χ

1/2
0 (λ) χu(λ), for every u ∈W.

7.6. Macdonald formula for spherical functions on all special ver-
tices of a reduced building

We can extend to all vertices of V̂(∆) the formulas (6.18), (6.19) proved
for the spherical function ϕ

χχ
1/2
0

on vertices of type 0, when c is good.

Theorem 7.13. — Let ∆ be a reduced building such that V̂(∆) �= V0(∆).

For every good character χ on L̂, there exist constants {cw(χ),w ∈ W},∑
w∈W cw(χ) = 1, such that

ϕχχ0
1/2(x) = χ

−1/2
0 (λ)

∑

w∈W
cw(χ) χw(λ), ∀x ∈ Vλ(e), ∀λ ∈ L̂. (7.14)

Moreover, for every x ∈ V̂(∆),

ϕχχ0
1/2(x) = χ

1/2
0 (ρ0(x))

∑

w∈W
dw(χ) χw(ρ0(x)), (7.15)

if dw(χ) = cww0(χ), for every w ∈W.

Proof. — The proof is the same of Theorem 6.14 and Corollary 6.15. �

Formulas (7.14) and (7.15) can be extended to all non-singular characters
(see Section 8).
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8. Computation of the coefficients of Macdonald formula

This section is devoted to the explicit computation of the coefficients
cw(χ) and dw(χ) that appear in formulas (7.14) and (7.15) or equivalently
in formulas (6.16) and (6.17) for the spherical function ϕ

χχ
1/2
0

associated to

a good character χ. Since, for every w ∈ W, dw(χ) = cww0(χ), we shall
determinate dw(χ),w ∈W, and we shall deduce cw(χ) from them.

8.1. Preliminary results

For ease of notation, we shall denote by X,Y, . . . the vertices of V0(A),
while, as usual, we shall denote by λ, µ, . . . the shape of any vertex Y with
respect to any X.

We fix a simple root α; if the root system is non-reduced we assume
that α ∈ R1 ∪ R0. Let qα be the parameter associated to α; in particular
qα = qα,1, if α ∈ R1. We consider, in the the fundamental apartment A,
the hyperplane H1

α. Depending on the type of the building, such hyperplane
may or may not contain vertices of type 0. We distinguish two cases.

(i) If H1
α contains vertices of type 0, also H−1

α does. Choose in H−1
α ∩Q−0 a

vertex X of type 0 and define Yα = sαX. Then Yα ∈ H1
α and τ(Yα) =

0. Since X and Yα are symmetric with respect to the hyperplane H0
α,

any minimal gallery Γ(X,Yα) connecting them has an even number
2m0 of chambers and in particular the chambers Cm0

and Cm0+1 of
this gallery have a common panel lying on H0

α.

(ii) If H1
α does not contain vertices of type 0, surely H2

α does. Choose in
H0
α∩Q−0 a vertex X of type 0 and define Yα = rαX, if rα = s1α. Then

Yα ∈ H2
α and τ(Yα) = 0. Since X and Yα are symmetric with respect

to the hyperplane H1
α, any minimal gallery Γ(X,Yα) connecting them

has an even number 2m0 of chambers and in particular the chambers
Cm0

and Cm0+1 of this gallery have a common panel lying on H1
α.

We set in both cases λ = σ(X,Yα). For every Y ∈ Vλ(X), a minimal
gallery Γ(X,Y ) has the same length and the same type as Γ(X,Yα); more-
over we can choose X far enough from 0, so that Πλ(X) ⊂ Q−0 ∪ sαQ−0 .
This choice implies that Yα is the unique element of Vλ(X) which does not
belong to Q−0 , but lies on the interior part of the sector sαQ−0 .

Let ω be a fixed boundary point; we assign X and λ as above and we
choose a vertex x in a sector Q−e (ω) opposite to Qe(ω) in such a way that
ρ0(x) = ρω(x) = X. Let

Nα = |{y ∈ Vλ(x), ρω(y) = Yα}|. (8.1)
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We compare the retractions ρ0(y) and ρω(y) of each y ∈ Vλ(x), separately
in case (i) and (ii).

Proposition 8.1. — Assume that H1
α contains vertices of type 0. Let

y ∈ Vλ(x). Then

ρ0(y) =

{
sαρω(y) = X if ρω(y) = Yα,
ρω(y) otherwise.

(8.2)

Proof. — For every y ∈ Vλ(x), let γ(x, y) = {c1, ..., cm = c} be a mini-
mal gallery from x to y and let δ(x, y) = δ(c1, c) be the element of W such
that c1 · δ(x, y) = c. There exists an isomorphism between any apartment
containing x, y (and thus γ(x, y)) and A, sending γ(x, y) onto Γ(X,Yα); then
it occurs that |γ(x, y)| = |Γ(X,Yα)| = 2m0 and δ(x, y) = δ(X,Yα). Since
ρω(y) = v0(ρω(c)) and ρ0(y) = v0(ρ0(c)), it is enough to compare ρω(c) and
ρ0(c), for c ∈ Cw(c1) and w = δ(c1, c).

Let A1 be an apartment containing c1 and ω. In this apartment, c1 ∈
Q−e (ω). Let k be the biggest integer such that the chamber ck of γ(x, y) lies
on Q−e (ω).

1. If k = 2m0, the whole gallery γ(x, y) lies on Q−e (ω), and hence y ∈
Q−e (ω).

2. If k < 2m0, then c1, . . . , ck ∈ Q−e (ω), but ck+1 /∈ Q−e (ω). We have to
distinguish two cases.

(a) The panel shared by ck and ck+1 does not lie on the hyperplane
h0
α of A1. In this case, for a convenient apartment Ak+1 contain-

ing ck+1 and Qe(ω), the chamber ck+1 belongs to the sector Q−e
of Ak+1, opposite to Qe(ω). We repeat the same reasoning for
all other chambers ck+2, ..., c2m0

= c and we get that, in a con-
venient apartment A2m0 containing c and Qe(ω), the chamber
c belongs to the sector opposite to Qe(ω).

(b) The panel shared by ck and ck+1 lies on the hyperplane h0
α

of A1. In this case k = m0 and we can choose an apartment
Am0+1 containing cm0+1 and Qe(ω). We may have the following
possibilities.

(i) On Am0+1, the chamber cm0+1 belongs to the sector Q−e (ω).
The same holds for the next chambers and then, in a conve-
nient apartment A2m0 containing c and Qe(ω), the chamber
c belongs to the sector Q−e (ω).
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(ii) On Am0+1, the chamber cm0+1 belongs to the sector
(Qα

e )−(ω), α−adjacent to Q−e (ω). This can happen only
if there exists an apartment A1 containing c1, ..., cm0+1,
that is Am0+1 = A1. In this case proj0(cm0+1) is the base
chamber of (Qα

e )−(ω) in the apartment A1 and the same
happens for all the chambers cm0+2, ..., c2m0

= c; there-
fore proj0(c) = proj0(cm0+1) and c belongs to the sec-
tor (Qα

e )−(ω), in a convenient apartment containing c and
Qe(ω).

In cases (1), (2 a) and (2 b i) we can conclude, by Lemma 2.6 (i), that
ρω(c) = ρ0(c) and then ρω(y) = ρ0(y), since c and y belong to a sector
Q−e (ω) opposite to Qe(ω).

Consider now the case (2 b ii); since c belongs to the sector (Qα
e )−(ω),

in a convenient apartment containing c and Qe(ω), then ρω(y) belongs to
(Qα0 )−. As we remarked in Section 2, ρω(y) ∈ Πλ(X); moreover the choice
of X implies that Yα is the unique element of Πλ(X) in the interior part
of (Qα

e )−. Hence, in this case, either ρω(y) = Yα, or ρω(y) ∈ H0
α. On the

other hand, Lemma 2.6 (ii) assures that ρ0(c) = sαρω(c) and hence ρ0(y) =
sαρω(y). Therefore we conclude that, if ρω(y) = Yα, then ρ0(y) = X, while,
if ρω(y) ∈ H0

α, then ρω(y) = sαρω(y) = ρ0(y). So (8.2) is proved. �

Proposition 8.2. — Assume that H1
α does not contain vertices of type

0. Then there exist (qα − 1)Nα vertices y ∈ Vλ(x), such that ρω(y) = X.
Moreover, if y ∈ Vλ(x),

ρ0(y) =

{
sαYα if ρω(y) = Yα or ρω(y) = X,
ρω(y) otherwise.

(8.3)

Proof. — As in Proposition 8.1, we call A1 any apartment containing
c1 and ω. In this apartment either c1 ∈ Q−e (ω) or c1 ∈ (Qα

e )−(ω).

1. Assume that c1 ∈ Q−e (ω). In this case, if k < 2m0, the panel shared
by ck and ck+1 cannot lie on the hyperplane h0

α of A1. Hence we can
repeat the argument of case (1) or case (2, a) of Proposition 8.1 and
we conclude that c belongs to the sector Q−e (ω).

2. Assume now that c1 ∈ (Qα
e )−(ω). In this case, c1 lies between the

hyperplanes h0
α and h1

α of A1. We distinguish three cases.

(a) If the whole gallery γ(x, y) lies between the hyperplanes h0
α and

h1
α, then c2m0

= c does and so y ∈ h0
α, because y /∈ h1

α.
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(b) If, for some 1 < k < 2m0, the chamber ck+1 does not lie between
h0
α and h1

α and the panel shared by ck and ck+1 is not on h1
α,

there exists a convenient apartment containing ck+1 and Qe(ω),
where ck+1 lies between h0

α and h1
α. We can repeat the reasoning

for ck+2, ..., c and we get that, in a convenient apartment, c ∈
(Qα

e )−(ω) lies between h0
α and h1

α. Then we conclude that y ∈
h0
α.

(c) Assume finally that, for some 1 < k < 2m0, the chamber ck+1

does not lie between h0
α and h1

α, but the panel shared by ck and
ck+1 lies on h1

α; this means that k = m0. In this third case we
have the following two possibilities.

(i) cm0+1 lies on the sector (Qα
e )−(ω); then the same is true for

all next chambers and then also for c.

(ii) cm0+1 does not belong to A1. In this case the apartment
Am0+1 does not contain Qe(ω), because it does not contain
neither e nor cω; moreover, on this apartment, cm0+1 lies
between h0

α and h1
α. Then c cannot lie on an apartment

containing Qe(ω). Again y ∈ h0
α, but cm0+1 does not belong

to a sector of type (Qα
e )−(ω).

In case (1), according to Lemma 2.6 (i), ρω(c) = ρ0(c) and then ρω(y) =
ρ0(y), since c and y belong to a sector opposite to Qe(ω).

In both cases (2, a) and (2, b), the chamber c belongs to (Qα
e )−(ω);

hence ρω(c) = sαρ0(c), by Lemma 2.6 (ii), but ρω(y) = sαρ0(y) = ρ0(y),
because y belongs to the wall of the sector shared by (Qe)

−(ω).

In case (2, c, i) Lemma 2.6 (ii) implies, as above, that ρω(c) = sαρ0(c)
and also ρω(y) = sαρ0(y), because c and y belong to the interior part of
(Qα

e )−(ω). Since Yα is the unique element of Πλ(X) which lies into the
interior part of (Qα

e )−(ω), and ρω(y) belongs to Πλ(X), then ρω(y) = Yα.
Moreover ρ0(y) = sαYα = X.

Finally we examine more closely the last case (2, c, ii), to find the re-

lationship between ρω(y) and ρ0(y). Let Ã be an apartment containing c

and ω. Thus Ã and A1 share the hyperplane h1
α and hjα, for j > 1, but Ã

does not contain cω nor proj0(c). Let i be the isomorphism between Ã and

A1 who fixes Ã ∩ A1. We have cm0+1 = i(cm0
), cm0+2 = i(cm0−1), . . . , c =

c2m0 = i(c1). Therefore

ρω(cm0+1) = ρω(cm0), ρω(cm0+2) = ρω(cm0−1), . . . , ρω(c) = ρω(c1).
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Call c̃ the chamber of Ã ∩ A1 such that γ(c1, c̃) = γ(c1, c). Then δ(c1, c̃) =
δ(c1, c) and ρ0(c̃) = ρ0(c), since proj0(c̃) = proj0(c). Moreover

δ(proj0(c̃), c̃) = δ(proj0(c̃), c1)δ(c1, c̃) = δ(proj0(c), c1)δ(c1, c) = δ(proj0(c), c).

We have ρ0(c̃) = sαρω(c̃) and ρω(c̃) = rαρω(c1), if rα is the reflexion with
respect to H1

α. Hence ρ0(c̃) = sαrαρω(c1) and ρ0(c) = sαrαρω(c), or equiv-
alently ρω(c) = rαsαρ0(c). Therefore ρω(y) = rαsαρ0(y). Since rαsα is a
translation, mapping sαYα to X, we conclude that

ρω(y) = X and ρ0(y) = sαYα.

Finally, we observe that |{y : ρω(y) = X, ρ0(y) = sαYα}| = (qα − 1)Nα.
In fact, if c1 ∈ (Qα

e )−(ω), then cm0+1 ∈ A1, in the case (2, c, i), while
cm0+1 /∈ A1, in the case (2, c, ii). Since, fixed c1, . . . , cm0

, there is a unique
cm0+1 with property (2, c, i), while all the others qα − 1 chambers adjacent
to cm0 have property (2, c, ii) , we conclude that there exist (qα − 1)Nα

vertices in Vλ(x) such that ρω(y) = X and ρ0(y) = sαYα. �

8.2. Fundamental equations for dw, w ∈W

Let χ be a good character. Fix ω ∈ Ω.

Definition 8.3. — For every x ∈ V0(∆), we define

τ
χχ

1/2
0

(x) =
1

W(q)
χ0

1/2(ρω(x))
∑

w∈W
dw(χ)χw(ρω(x)). (8.4)

Since χwχ0
1/2(ρω(x)) = Pχwχ0

1/2

(x, ω) and Pχwχ0
1/2

(·, ω) is an eigen-
function of the operator algebraH(∆) associated to the eigenvalue Λχwχ0

1/2 =
Λχχ0

1/2 , for every w ∈W, then the function τ
χχ

1/2
0

, as well as the spherical

function ϕ
χχ

1/2
0

, belongs to the eigenspace of the algebra H(∆) associated

to the eigenvalue Λχχ0
1/2 . Moreover we notice that τ

χχ
1/2
0

(x) = ϕ
χχ

1/2
0

(x),

for all x lying on any sector Q−e (ω), because, by Lemma 2.6, ρω(x) = ρ0(x),

for all x ∈ Q−e (ω). Hence, for every λ ∈ L̂+ and for every x ∈ Q−e (ω),
Aλ τ

χχ
1/2
0

= Λχχ0
1/2(λ) τ

χχ
1/2
0

= Λχχ0
1/2(λ) ϕ

χχ
1/2
0

= Aλ ϕ
χχ

1/2
0

. This im-

plies that ∑

y∈Vλ(x)

[
ϕ
χχ

1/2
0

(y)− τ
χχ

1/2
0

(y)
]

= 0

and, by (8.4) and (7.15),
∑

y∈Vλ(x)

∑

w∈W
dw(χ)

[
χwχ0

1/2(ρ0(y))− χwχ0
1/2(ρω(y))

]
= 0. (8.5)
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For each x ∈ Q−e (ω) and each λ ∈ L̂+, formula (8.5) can be interpreted
as a linear equation for the coefficients dw(χ),w ∈ W. We shall choose
finitely many x and λ in such a way that the expression of the associated
equation (8.5) becomes easy enough to manage it, so producing a finite
number of equations which we shall be able to solve, so giving an explicit
computation of dw(χ),w ∈W. For ease of notation we shall simply denote
dw = dw(χ).

For each simple root α, we assign X and λ as in Section 8.1 and we
choose in a sector Q−e (ω) opposite to Qe(ω) a vertex x such that ρ0(x) =
ρω(x) = X.

Lemma 8.4. — Let α be a simple root.

(i) Assume that H1
α contains vertices of type 0. Then

∑

y∈Vλ(x)

∑

w∈W
dw[χwχ0

1/2(ρ0(y))− χwχ0
1/2(ρω(y))]

= Nα

∑

w∈W
dw[χwχ0

1/2(X)− χwχ0
1/2(Yα)].

(ii) Assume that H1
α does not contain vertices of type 0. Then

∑

y∈Vλ(x)

∑

w∈W
dw[χwχ0

1/2(ρ0(y))− χwχ0
1/2(ρω(y))]

= Nα

∑

w∈W
dw[χwχ0

1/2(sαYα)− χwχ0
1/2(Yα)]

+(qα − 1)Nα

∑

w∈W
dw[χwχ0

1/2(sαYα)− χwχ0
1/2(X)].

Proof. — Proposition 8.1 and Proposition 8.2 imply (i) and (ii) respec-
tively. �

For each simple root α, we set

W+
α = {w ∈W : |wsα| = |w|+1}, W−

α = {w ∈W : |wsα| = |w|−1}.

Then W = W+
α ∪W−

α as disjoint union. We observe that w′ = wsα ∈W−
α ,

for all w ∈W+
α , and, for every w′ ∈W−

α , there exists a unique w ∈W+
α ,

such that w′ = wsα.
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Proposition 8.5. — Let α be a simple root.

(i) If H1
α contains vertices of type 0, then, for all Z ∈ H0

α∩Q−0 , τ(Z) = 0,

∑

w∈W+
α

{ dw [χwχ0
1/2(Y 0

α )− χwχ0
1/2(X0)]

+dwsα [χwsαχ0
1/2(Y 0

α )− χwsαχ0
1/2(X0)] }χw(Z) = 0.

(ii) If H1
α does not contain vertices of type 0, then, for all Z ∈ H0

α ∩
Q−0 , τ(Z) = 0,

∑

w∈W+
α

{ dw [χwχ0
1/2(Y 0

α ) + (qα − 1)χwχ0
1/2(X0)− qαχ

wχ0
1/2(sαY

0
α )]

+dwsα [χwsαχ0
1/2(Y 0

α ) + (qα − 1)χwsαχ0
1/2(X0)− qαχ

wsαχ0
1/2(sαY

0
α )] }

χw(Z) = 0.

Proof. — We prove separately (i) and (ii).

(i) According to Proposition 8.1,

∑

w∈W
dw[χwχ0

1/2(Yα)− χwχ0
1/2(X)]

=
∑

w∈W+
α

dw[χwχ0
1/2(Yα)− χwχ0

1/2(X)]

+
∑

w′∈W−
α

dw′ [χ
wχ0

1/2(Yα)− χwχ0
1/2(X)]

=
∑

w∈W+
α

{dw[χwχ0
1/2(Yα)− χwχ0

1/2(X)]

+dwsα [χwsαχ0
1/2(Yα)− χwsαχ0

1/2(X)]},

where w′ = wsα. Hence, by Lemma 8.4 (i),

∑

w∈W+
α

{dw[χwχ0
1/2(Yα)− χwχ0

1/2(X)]

+dwsα [χwsαχ0
1/2(Yα)− χwsαχ0

1/2(X)]} = 0.

Fix X0 ∈ H−1
α ∩Q−0 , τ(X0) = 0. We may choose X0 far enough from

the origin so to have Πλ(X0) ⊂ Q−0 ∪ sαQ−0 . Consider X = X0 + Z,
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with Z ∈ H0
α ∩Q−0 . Then X belongs to H−1

α ∩Q−0 and is far enough
from the origin so to have Πλ(X) ⊂ Q−0 ∪ sαQ−0 . Moreover

Yα = sαX = sα(X0 + Z) = sαX0 + sαZ = Y α
0 + Z.

Choosing X this way, our formula becomes, for all Z ∈ H0
α ∩Q−0 ,

∑

w∈W+
α

{dwχ0
1/2(Z)[χwχ0

1/2(Y 0
α )− χwχ0

1/2(X0)]χ
w(Z)

+dwsαχ0
1/2(Z)[χwsαχ0

1/2(Y 0
α )− χwsαχ0

1/2(X0)]χ
wsα(Z)} = 0.

Since Z = sαZ, we get, simplifying by χ0
1/2(Z),

∑

w∈W+
α

{dw[χwχ0
1/2(Y 0

α )− χwχ0
1/2(X0)]

+dwsα [χwsαχ0
1/2(Y 0

α )− χwsαχ0
1/2(X0)]}χw(Z) = 0.

(ii) According to Proposition 8.2,

∑

w∈W
dw[χwχ0

1/2(sαYα)− χwχ0
1/2(Yα)]

+(qα − 1)
∑

w∈W
dw[χwχ0

1/2(sαYα)− χwχ0
1/2(X)]

=
∑

w∈W
dw[qαχ

wχ0
1/2(sαYα)− (qα − 1)χwχ0

1/2(X)− χwχ0
1/2(Yα)]

= −
∑

w∈W+
α

{dw[χwχ0
1/2(Yα) + (qα − 1)χwχ0

1/2(X)− qαχ
wχ0

1/2(sαYα)]

+dwsα [χwsαχ0
1/2(Yα) + (qα − 1)χwsαχ0

1/2(X)− qαχ
wsαχ0

1/2(sαYα)]}.

Hence, by Lemma 8.4 (ii),

∑

w∈W+
α

{dw[χwχ0
1/2(Yα) + (qα − 1)χwχ0

1/2(X)− qαχ
wχ0

1/2(sαYα)]

+dwsα [χwsαχ0
1/2(Yα) + (qα − 1)χwsαχ0

1/2(X)− qαχ
wsαχ0

1/2(sαYα)]}
= 0.

As in case (i), fix X0 ∈ H−1
α ∩ Q−0 , far enough from the origin so

that Πλ(X0) ⊂ Q−0 ∪ sαQ−0 , and consider X = X0 + Z, with Z ∈
H0
α ∩ Q−0 . Then X belongs to H−1

α ∩ Q−0 and is far enough from
the origin so to have Πλ(X) ⊂ Q−0 ∪ sαQ−0 . If we set Y α

0 = rαX0,
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then Yα −X = Y α
0 −X0; so Yα − Y α

0 = X −X0 = Z and therefore
Yα = Y α

0 +Z; moreover sαYα = sαY
α
0 +Z. Choosing X this way, our

formula becomes, for all Z ∈ H0
α ∩Q−0 ,

∑

w∈W+
α

{dwχ0
1/2(Z)χw(Z)[χwχ0

1/2(Y 0
α )

+(qα − 1)χwχ0
1/2(X0)− qαχ

wχ0
1/2(sαY

0
α )]

+dwsαχ0
1/2(Z)χw(Z)[χwsαχ0

1/2(Y 0
α )

+(qα − 1)χwsαχ0
1/2(X0)− qαχ

wsαχ0
1/2(sαY

0
α )]} = 0.

Hence, simplifying by χ0
1/2(Z), we get

∑

w∈W+
α

{dw[χwχ0
1/2(Y 0

α ) + (qα− 1)χwχ0
1/2(X0)− qαχwχ0

1/2(sαY
0
α )]

+dwsα [χwsαχ0
1/2(Y 0

α )+(qα−1)χwsαχ0
1/2(X0)−qαχwsαχ0

1/2(sαY
0
α )]}

χw(Z) = 0.

�

We assume now that χ is α-good; according to Definition 3.6, there exists
a vertex Z on the hyperplane H0

α, such that χw1(Z) = χw2(Z) if and only
if w2 = w1 or w2 = w1sα. We suppose, without loss of generality that Z
belongs to H0

α ∩Q−0 .

Theorem 8.6. — Let α be a simple root. Let χ be an α-good character.

(i) If the hyperplane H1
α contains vertices of type 0, then, for every w ∈

W+
α ,

dw

[
χwχ0

1/2(α∨)− 1
]

+ dwsα

[
χ

1/2
0 (α∨)− χw(α∨)

]
= 0.

(ii) If the hyperplane H1
α does not contain vertices of type 0, then, for

every w ∈W+
α ,

dw

[(
χwχ0

1/2(α∨)− 1
) (

χwχ0
1/2(α∨) + qα

)]

+dwsα

[(
χ0

1/2(α∨)− χw(α∨)
) (

χ0
1/2(α∨) + qαχ

w(α∨)
)]

= 0.
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Proof. — The assumption that χ is α-good assures that the functions
χw, for w ∈ W+

α , when restricted to the hyperplane H0
α, are linearly inde-

pendent (see [5, Lemma (4.5.7)]); therefore
∑

w∈W+
α
kwχ

w(Z) = 0 implies

that kw = 0, for every w ∈ W+
α . Applying this argument to the sums in

Proposition 8.5, we get the following results according to case (i) or case
(ii).

(i) If the hyperplane H1
α contains vertices of type 0, then, for every w ∈

W+
α ,

dw [χwχ0
1/2(Y 0

α )− χwχ0
1/2(X0)]

+dwsα [χwsαχ0
1/2(Y 0

α )− χwsαχ0
1/2(X0)] = 0

and

dw

[
χwχ0

1/2(Y 0
α −X0)− 1

]
+dwsα

[
χ

1/2
0 (Y 0

α −X0)− χw(Y 0
α −X0)

]
= 0.

Since Y 0
α −X0 = α∨, we get the result.

(ii) If the hyperplane H1
α does not contain vertices of type 0, then, for

every w ∈W+
α ,

dw [χwχ0
1/2(Y 0

α ) + (qα − 1)χwχ0
1/2(X0)− qαχ

wχ0
1/2(sαY

0
α )]

+dwsα [χwsαχ0
1/2(Y 0

α )+(qα−1)χwsαχ0
1/2(X0)−qαχwsαχ0

1/2(sαY
0
α )]

= 0

and

dw

[
χwχ0

1/2(Y 0
α −X0) + (qα − 1)− qαχ

wχ0
1/2(sα(Y 0

α −X0))
]

+dwsα

[
χw(sα(Y α

0 −X0))χ0
1/2(Y 0

α −X0) + (qα − 1)

−qαχw(Y α
0 −X0)χ0

1/2(sα(Y 0
α −X0)) = 0.

Since Y α
0 −X0 = α∨ and sα(Y α

0 −X0) = −α∨, we obtain the result.
�

To make clear the exposition, we distinguish from now on between re-
duced and non-reduced case.
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8.3. Computation of dw(χ),w ∈ W, for good characters; reduced
case

In this section we assume that ∆ is reduced. This assumption implies
that all roots have the same length or there are short roots β and long roots
α. Moreover in the first case qα = q, for every positive root α, while, in the
second case, qα = q, for every positive long root α and qβ = p, for every
positive short root β. We denote, as usual,

2δ∨ =
∑

α∈R+

α∨. (8.6)

To determine the coefficients dw(χ), for a good character χ, we assume
at first that χ is α-good for every α.

Corollary 8.7. — Let χ ∈ Xgg(L̂). For every simple root α and for
every w ∈W+

α ,

dw

[
χwχ0

1/2(α∨)− 1
]

+ dwsα

[
χ

1/2
0 (α∨)− χw(α∨)

]
= 0. (8.7)

Proof. — If the hyperplane H1
α contains vertices of type 0, then (8.7)

follows from Theorem 8.6 (i). If the hyperplane H1
α does not contain ver-

tices of type 0, then (8.7) follows from Theorem 8.6 (ii), by noting that
χwχ0

1/2(α∨) + qα = χ0
1/2(α∨) + qαχ

w(α∨), because χ0(α
∨) = q2

α. �

We shall denote by X0
gg(L̂) the space of all characters of Xgg(L̂) satis-

fying

χ(wα∨) �= qα, ∀α ∈ R+, ∀w ∈W. (8.8)

This space is dense in Xgg(L̂) with respect to the weak topology. From now

on we assume that χ belongs to X0
gg(L̂).

Lemma 8.8. — Let χ be a character of X0
gg(L̂). Then dw(χ) �= 0, for

every w ∈W.

Proof. — By (8.8), χ
1/2
0 (α∨)−χw(α∨) �= 0 and (χwχ0

1/2)(α∨)− 1 �= 0,
for every w ∈ W and every α ∈ R+. Hence (8.7) implies that dw(χ) = 0
if and only if dwsα(χ) = 0. Therefore either dw(χ) = 0 for every w ∈ W
or dw(χ) �= 0 for every w ∈ W. Since

∑
w∈W dw(χ) = 1, the lemma is

proved. �
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Corollary 8.9. — Let χ be a character of X0
gg(L̂). For every simple

root α and every w ∈W,

dwsα(χ)

dw(χ)
= −χw(α∨)

1− χ
−1/2
0 (α∨)χwsα(α∨)

1− χ
−1/2
0 (α∨)χw(α∨)

= −χw(α∨)
1− q−1

α χwsα(α∨)

1− q−1
α χw(α∨)

.

(8.9)

Proof. — By (8.8), χw(α∨) �= χ
1/2
0 (α∨) and χwχ0

1/2(α∨) �= 1. Moreover
dw �= 0, by Lemma 8.8. Since χw(−α∨) = χwsα(α∨), Corollary 8.7 implies
that

dwsα(χ)

dw(χ)
= − χwχ0

1/2(α∨)− 1

χ
1/2
0 (α∨)− χw(α∨)

= −χw(α∨)
1− χ

−1/2
0 (α∨)χwsα(α∨)

1− χ
−1/2
0 (α∨)χw(α∨)

.

�

Let w0 ∈W be the unique element of maximal length and write w0 =
s1s2 · · · sN , as reduced word, where sj = sαj , with αj ∈ B, for every
j = 1, . . . , N. Define

w0
0 = e and w0

k = s1s2 · · · sk = w0
k−1sk, for k = 1, 2, . . . , N.

Proposition 8.10. — Let χ be a character of X0
gg(L̂). Then

dw0
(χ)

de(χ)
= (−1)|w0| χ

w0(−δ∨)
χ(−δ∨)

∏

α∈R+

(
1− q−1

α χw0(α∨)

1− q−1
α χ(α∨)

)
. (8.10)

Proof. — Property (8.8) assures that de(χ), dw0
1
(χ), . . . , dw0

N
(χ) �= 0;

then
dw0(χ)

de(χ)
=

dw0(χ)

dw0
N−1

(χ)

dw0
N−1

(χ)

dw0
N−2

(χ)
· · ·

dw0
2
(χ)

dw0
1
(χ)

dw0
1
(χ)

de(χ)
.

By Corollary 8.9 we get

dw0(χ)

de(χ)
= (−1)Nχ(α∨1 ) χw0

1(α∨2 ) · · ·

χw0
N−1(α∨N )

1− q−1
α1
χw0

1s1(α∨1 )

1− q−1
α1 χ

w0
1(α∨1 )

· · · 1− q−1
αNχ

w0
N−1sN (α∨N )

1− q−1
αNχ

w0
N−1(α∨N )
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= (−1)Nχ(α∨1 + w0
1(α
∨
2 ) + · · ·

+w0
N−1(α

∨
N ))

1− q−1
α1
χw0

1s1(α∨1 )

1− q−1
α1 χ

w0
1(α∨1 )

· · · 1− q−1
αNχ

w0
N−1sN (α∨N )

1− q−1
αNχ

w0
N−1(α∨N )

.

We consider α1,w
0
1(α
∨
2 ),w0

2(α
∨
3 ), . . . ,w0

N−1(α
∨
N ). For every k = 1, . . . ,

N − 1, w0
k(α
∨
k+1) > 0. In fact, if we assume that w0

k(α
∨
k+1) < 0, for some k,

then, by Lemma in [4, Section (1.6)], should occurs that |w0
ksk+1| = |w0

k|−1,
while, by definition, |w0

ksk+1| = |w0
k|+ 1.

Moreover w0
k(α
∨
k+1) �= w0

k′(α
∨
k′+1), for k �= k′. In fact, if w0

k(α
∨
k+1) =

w0
k′(α

∨
k′+1) for some k < k′, we could write w0

k′ = w0
ksk+1 · · · sk′ and

w0
k(α
∨
k+1) = w0

ksk+1 · · · sk′(α∨k′+1). This should imply that α∨k+1 = sk+1 · · ·
sk′(α

∨
k′+1) and then sk+1(α

∨
k+1) = sk+2 · · · sk′(α∨k′+1). This is absurd, be-

cause sk+1(α
∨
k+1) < 0, while sk+2 · · · sk′(α∨k′+1) cannot be negative. In

fact, sk+2 · · · sk′(αk′+1) < 0 should imply, by Lemma in [4, Section (1.6)],
|sk+2 · · · sk′ | = |sk+2 · · · sk′ | − 1, in contradiction with the hypothesis that
|sk+2 · · · sk′ | = |sk+2 · · · sk′ |+ 1.

Therefore we deduce that {α1,w
0
1(α
∨
2 ),w0

2(α
∨
3 ), . . . ,w0

N−1(α
∨
N )} = R+

and then
N∑

k=1

w0
k−1(α

∨
k ) =

∑

α∈R+

α∨ = 2δ∨.

Since α and wα have the same length, for every α and every w, our formula
can be written

dw0
(χ)

de(χ)
= (−1)|w0| χ(2δ∨)

∏

α∈R+

(
1− q−1

α χw0(α∨)

1− q−1
α χ(α∨)

)

= (−1)|w0| χ
w0(−δ∨)
χ(−δ∨)

∏

α∈R+

(
1− q−1

α χw0(α∨)

1− q−1
α χ(α∨)

)
.

�

For ease of notation, we define, for every character χ ∈ X0
gg(L̂),

D(χ) = χ(−δ∨)
∏

α∈R+

(1− q−1
α χ(α∨)), (8.11)

and, for every w ∈W,

Dw(χ) = D(χw) = χw(−δ∨)
∏

α∈R+

(
1− q−1

α χw(α∨)
)
. (8.12)
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Property (8.8) assures that Dw(χ) �= 0, for every w ∈W; then we set

K(χ) =
de(χ)

De(χ)
. (8.13)

We note that K(χ) �= 0; thus Proposition 8.10 states that

dw0
(χ) = (−1)|w0| K(χ) Dw0

(χ). (8.14)

The following proposition extends this result to dsi(χ), for every i ∈ I0.

Proposition 8.11. — Let χ be a character of X0
gg(L̂). Then, for every

i ∈ I0,
dsi(χ) = −K(χ)Dsi(χ). (8.15)

Proof. — Let w = si, for some i ∈ I0. Since si permutes the positives
roots different from αi,

∏

α
=αi

(
1− q−1

α χsi(α∨)
)

=
∏

α
=αi

(
1− q−1

α χ(α∨)
)
.

Hence, by (8.13) and noting that χ(α∨i − δ∨) = χsi (−δ∨), we can write

dsi(χ) = − χ(α∨i )
1− q−1

i χsi(α∨i )

1− q−1
i χ(α∨i )

de(χ)

= − χ(α∨i ) χ(−δ∨) K(χ) De(χ)
1− q−1

i χsi(α∨i )

1− q−1
i χ(α∨i )

= − χ(α∨i − δ∨) K(χ)
1− q−1

i χsi(α∨i )

1− q−1
i χ(α∨i )

∏

α∈R+

(
1− q−1

α χ(α∨i )
)

= − χsi (−δ∨) K(χ)
(
1− q−1

i χsi(α∨i )
) ∏

α
=αi

(
1− q−1

α χ(α∨i )
)

= − χsi (−δ∨) K(χ)
∏

α∈R+

(
1− q−1

α χsi(α∨i )
)

= (−1)|si| K(χ) Dsi(χ).

�

Formula (8.15) can be extended to every w ∈W. We need the following
lemma.

Lemma 8.12. — Let χ be a character of X0
gg(L̂). For every w ∈W,

K(χw) = (−1)|w| K(χ). (8.16)
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Proof. — We proceed by induction on the length of w. If w has length
one, say w = si for some i ∈ I0, (8.16) follows from Proposition 8.11, because
K(χsi) = −K(χ) = (−1)|si| K(χ). We suppose now that (8.16) is true for
every w ∈W of length |w| � j. Let w′ = wsi, such that |w′| = j + 1; then

K(χw′) = K(χwsi) = − K(χw).

Hence K(χw′) = − (−1)|w| K(χ) = (−1)|w
′| K(χ) and the lemma is

proved. �

Proposition 8.13. — Let χ be a character of X0
gg(L̂). For every w ∈

W,
dw(χ) = K(χw) Dw(χ) = (−1)|w| K(χ) Dw(χ). (8.17)

Proof. — By definition, dw(χ) = de(χ
w) = D(χw) K(χw); so (8.17)

follows from Lemma 8.12. �

Our next goal is to determinate K(χ). We renumerate the N positive
roots by setting R+ = {αi, i = 1, . . . , N} and we set, as usual, qi = qαi ,
for every i = 1, . . . , N. Since

∑
w∈W dw = 1, then, by Proposition 8.13,

K(χ)
∑

w∈W(−1)|w| Dw(χ) = 1. Therefore,

1

K(χ)
=

∑

w∈W
(−1)|w| Dw(χ) =

∑

w∈W
(−1)|w| χw(−δ∨)

N∏

i=1

(
1− q−1

i χw(αi)
)
.

(8.18)

We need some preliminary results, to simplify the calculation of the
previous sum.

Lemma 8.14. — Let χ ∈ X0
gg(L̂). Let µ∨k =

∑k
j=1 α

∨
ij
, for i1 < · · · < ik

and 1 � k � N. If there exists w1 ∈W such that w1(δ
∨ − µ∨k ) = δ∨, then

∑

w∈W
(−1)|w| χw(−δ∨ + µ∨k ) = (−1)|w1|

∑

w∈W
(−1)|w| χw(−δ∨);

otherwise ∑

w∈W
(−1)|w| χw(−δ∨ + µ∨k ) = 0.

Proof. — Consider Πδ∨ = Πδ∨(0). According to [3, (13.1)], δ∨ is the
unique element of Πδ∨ lying on (Q0)

0, because δ∨ ∈ Q0 and δ∨ ∈ H1
i , for

every i = 1, . . . , n.
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Fix k ∈ {1, . . . , N}, i1 < · · · < ik and consider µ∨k =
∑k

j=1 α
∨
ij
. We shall

prove that

δ∨ − µ∨k ∈ Πδ∨ .

Actually, δ∨−µ∨k � δ∨ (with respect to the Bruhat ordering of W); moreover
there exists w1 ∈ W such that w1(δ

∨ − µ∨k ) ∈ Q0. By comparing the
explicit formulas for µ∨k and w1(δ

∨ − µ∨k ) as sums of α∨i , we deduce that
w1(δ

∨ − µ∨k ) � δ∨. So w1(δ
∨ − µ∨k ) ∈ Πδ∨ , by [3, Lemma B]. Since a

saturated set is stable under W, also δ∨ − µ∨k ∈ Πδ∨ .

Moreover, if w1(δ
∨ − µ∨k ) �= δ∨, we must have w1(δ

∨ − µ∨k ) ∈ ∂(Q0),
that is w1(δ

∨ − µ∨k ) ∈ H0
i for some i = 1, . . . , n. Let λk = w1(δ

∨ − µ∨k ).

(i) Suppose that λk = δ∨. In this case

∑

w∈W
(−1)|w| χw(−δ∨ + µ∨k ) =

∑

w∈W
(−1)|w|χw(−w−1

1 (λk))

=
∑

w∈W
(−1)|w|χw(−w−1

1 (δ∨))

=
∑

w∈W
(−1)|w|χww−1

1 (−δ∨).

Then, if we set u = ww−1
1 and write |uw−1

1 | = |u| + |w1| − 2K, for
a convenient K, we get

∑

w∈W
(−1)|w|χw(−w−1

1 (λk)) =
∑

u∈W
(−1)|u|+|w1|−2K χu(−δ∨)

= (−1)|w1|
∑

u∈W
(−1)u χu(−δ∨).

(ii) Suppose now that there does not exist any w ∈W, such that w(δ∨−
µ∨) = δ∨. In this case, λk lies on H0

i , for some i = 1, . . . , n, and hence
si(λ

∨
k ) = λ∨k . So, by using the same change of variables as in (i), we

can write

∑

w∈W
(−1)|w|χw(−δ∨ + µ∨k ) =

∑

w∈W
(−1)|w|χww−1

(−λ∨k )

= (−1)|w|
∑

u∈W
(−1)uχu(−λ∨k ).

We split this sum into two sums over W+
i = W+

αi and W−
i = W−

αi .

We recall that, for every u ∈ W−
i , we can write u = u′si with
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u′ ∈W+
i and |u| = |u′|+ 1. So we get

∑

w∈W
(−1)|w|χw(−δ∨ + µ∨k )

= (−1)|w|


 ∑

u∈W+
1

(−1)|u|χu(−λ∨k ) +
∑

u∈W−
1

(−1)|u|χu(−λ∨k )




= (−1)|w|


 ∑

u∈W+
1

(−1)|u|χu(−λ∨k ) +
∑

u′∈W+
1

(−1)|u
′|+1χu′s1(−λ∨k )




= (−1)|w|


 ∑

u∈W+
1

(−1)|u|χu(−λ∨k )−
∑

u′∈W+
1

(−1)|u
′|χu′(−s1(λ∨k ))




= (−1)|w|
∑

u∈W+
1

(−1)|u| (χu(−λ∨k )− χu(−λ∨k )) = 0.

�

Let N � 1. For every k = 1, . . . , N, define

INk = {(i1, . . . , ik) : i1, . . . , ik ∈ {1, . . . , N}, i1 < · · · < ik},
I−k = {(i1, . . . , ik) ∈ INk : ∃ w, |w| = k, such that w(α∨ij ) < 0, ∀j = 1, . . . , k}

and IN0 = I−0 = ∅.

Lemma 8.15. — Let X1, X2, . . . , XN be N variables and Π1
N =

∏N
i=1(1−

Xi), for N � 1. Then

Π1
N =

N∑

k=0

(−1)k


 ∑

(i1,...,ik)∈INk

Xi1 · · ·Xik


 ,

where
∑
IN0 Xi1 · · ·Xik = 1.

Proof. — The proof follows easily by induction on N. �

Proposition 8.16. — For every χ ∈ X0
gg(L̂),

∑

w∈W
(−1)|w|Dw(χ) =




N∑

k=0

∑

I−
k

q−1
i1
· · · q−1

ik


 ∑

w∈W
(−1)|w|χw(−δ∨),

where
∑
I−0

q−1
i1
· · · q−1

ik
= 1.
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Proof. — By Lemma 8.15

Dw(χ) = χw(−δ∨)
N∏

i=1

(
1− q−1

i χw(αi)
)

= χw(−δ∨)
N∑

k=0

(−1)k
∑

IN
k

(q−1
i1
· · · q−1

ik
) χw(α∨i1) · · ·χw(α∨ik)

= χw(−δ∨)
N∑

k=0

(−1)k
∑

IN
k

(q−1
i1
· · · q−1

ik
) χw(α∨i1 + · · ·+ α∨ik)

=

N∑

k=0

(−1)k
∑

IN
k

(q−1
i1
· · · q−1

ik
) χw(−δ∨ + α∨i1 + · · ·+ α∨ik).

It follows that
∑

w∈W
(−1)|w|Dw(χ)

=
∑

w∈W
(−1)|w|

N∑

k=0

(−1)k
∑

IN
k

(q−1
i1
· · · q−1

ik
) χw(−δ∨ + α∨i1 + · · ·+ α∨ik)

=

N∑

k=0

(−1)k
∑

IN
k

q−1
i1
· · · q−1

ik

∑

w∈W
(−1)|w|χw(−δ∨ + α∨i1 + · · ·+ α∨ik).

By Lemma 8.14, if there exists w1 ∈W such that w1(−δ∨+α∨i1+· · ·+α∨ik) =
−δ∨,

∑

w∈W
(−1)|w|χw(−δ∨ + α∨i1 + · · ·+ α∨ik) = (−1)|w1|

∑

w∈W
(−1)|w|χw(−δ∨).

Otherwise the sum on the left is zero.

Since k is the number of positive roots mapped by w1 to negative roots,
|w1| = k. Then, by definition of I−k ,

∑

w∈W
(−1)|w|Dw(χ)

=

N∑

k=0

(−1)k
∑

IN
k

(q−1
i1
· · · q−1

ik
)

∑

w∈W
(−1)|w1|χw(−δ∨)

=

N∑

k=0

(−1)k
∑

I−
k

(q−1
i1
· · · q−1

ik
)

∑

w∈W
(−1)|w1|(−1)kχw(−δ∨)
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=




N∑

k=0

∑

I−
k

q−1
i1
· · · q−1

ik


 ∑

w∈W
(−1)|w|χw(−δ∨).

�

By Proposition 8.16, to compute
∑

w∈W(−1)|w|Dw(χ) we calculate sep-

arately
∑N

k=0

∑
I−
k

q−1
i1
· · · q−1

ik
and

∑
w∈W(−1)|w|χw(−δ∨).

Lemma 8.17. — We have

N∑

k=0

∑

I−
k

q−1
i1
· · · q−1

ik
= W(q−1).

Proof. — We distinguish two cases.

1. All the roots have the same length. Then qα = q, for every α, and
therefore

N∑

k=0

∑

I−
k

q−1
i1
· · · q−1

ik
=

N∑

k=0

|{w ∈W ,

|w| = k}|q−k =

N∑

k=0

∑

|w|=k
q−1
w =

∑

w∈W
q−1
w = W(q−1).

2. Assume now that there are long roots α and short roots β. In this
case, if |w| = k, we suppose that w is the product of h generators
associated with simple long roots and (k − h) generators associated
with simple short roots. Then w changes sign to h long roots and
(k − h) short roots. We set

Wk,h = {w ∈W : w = si1 · · · sik , where h of the roots αi1 · · ·αik
are long}.

Then

N∑

k=0

∑

I−
k

q−1
i1
· · · q−1

ik
=

N∑

k=0

k∑

h=0

|Wk,h|q−hα q−k+hβ

=

N∑

k=0

k∑

h=0

∑

w∈Wk,h

q−1
w =

∑

w∈W
q−1
w = W(q−1).

�
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Lemma 8.18. — For every χ ∈ X0
gg(L̂),

∑

w∈W
(−1)|w|χw(−δ∨) = χ(−δ∨)

∏

α∈R+

(1− χ(α∨)) .

Proof. — Let |w| = k. We denote by αi1 , . . . , αik the k positive roots
such that w(αij ) < 0. Hence w(δ∨) = δ∨ − α∨ij − · · · − α∨ik and we get

∑

w∈W
(−1)|w|χw(−δ∨) =

N∑

k=0

(−1)k
∑

I−
k

χ(−δ∨ + α∨ij + · · ·+ α∨ik)

= χ(−δ∨)
N∑

k=0

(−1)k
∑

I−
k

χ(α∨ij + · · ·+ α∨ik).

We denote by ν∨ any element of Πδ∨ , lying on Q0 but different from δ∨. By
Lemma 8.14, ν∨ ∈ ∂Q0 and

∑

w∈W
(−1)|w|χw(−ν∨) =

∑

w∈W
(−1)|w|χ(−wν∨) = 0.

On the other hand δ∨ − wν∨ ∈ Q0, and therefore δ∨ − wν∨ is sum of k
positive coroots α∨j1 , . . . , α

∨
jk
. Define

Ik,ν∨ = {(j1, . . . , jk) ∈ INk : ∃ w, |w| = k, α∨j1 + · · ·+α∨jk = δ∨−wν∨}.

We have

0 =
∑

w∈W
(−1)|w|

∑

Ik,ν∨
χ(−δ∨ + α∨j1 + · · ·+ α∨jk)

= χ(−δ∨)
∑

w∈W
(−1)|w|

∑

Ik,ν∨
χ(α∨j1 + · · ·+ α∨jk).

Finally, putting all terms together, we get

∑

w∈W
(−1)|w|χw(−δ∨) =

∑

w∈W
(−1)|w|χw(−δ∨) +

∑

ν∨

∑

w∈W
(−1)|w|χw(−ν∨)

=
∑

w∈W
(−1)|w|

[
χw(−δ∨) +

∑

ν∨

χw(−ν∨)
]

= χ(−δ∨)
N∑

k=0

(−1)k


∑

IN
k

χ(α∨i1 + · · ·+ α∨ik) +
∑

ν∨

∑

Ik,ν∨
χw(α∨j1 + · · ·+ α∨jk)



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= χ(−δ∨)
N∑

k=0

(−1)k
∑

IN
k

χ(α∨i1 + · · ·+ α∨ik)

= χ(−δ∨)
N∑

k=0

(−1)k
∑

IN
k

χ(α∨i1) · · ·χ(α∨ik)

= χ(−δ∨)
N∏

i=1

(1− χ(α∨i )).

�

Proposition 8.19. — Let χ be a character of X0
gg(L̂). Then,

K(χ) =
χ(δ∨)

W(q−1)

∏

α∈R+

1

1− χ(α∨)
. (8.19)

Proof. — Lemma 8.17 and Lemma 8.18 imply that

∑

w∈W
(−1)|w|Dw(χ) = W(q−1) χ(−δ∨)

∏

α∈R+

(1− χ(α∨)) .

Hence, by (8.13),

1

K(χ)
= W(q−1)χ(−δ∨)

∏

α∈R+

(1− χ(α∨)).

Since χ is non-singular, then
∏
α∈R+(1−χ(α∨)) �= 0. So the required formula

(8.19) is proved. �

The following theorem exhibits the expression of each coefficient dw(χ),

for every character χ ∈ X0
gg(L̂).

Theorem 8.20. — Let χ ∈ X0
gg(L̂). Then, for every w ∈W,

dw(χ) =
1

W(q−1)

∏

α∈R+

1− q−1
α χw(α∨)

1− χw(α∨)
. (8.20)

Proof. — Let w = e. In this case

de(χ) = K(χ)D(χ) = K(χ) χ(−δ∨)
∏

α∈R+

(
1− q−1

α χw(α∨)
)
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and, by Lemma 8.18,

de(χ) =
χ(δ∨)

W(q−1)

∏

α∈R+

1

1− χ(α∨)
χ(−δ∨)

∏

α∈R+

(1− q−1
α χ(α∨))

=
1

W(q−1)

∏

α∈R+

1− q−1
α χ(α∨)

1− χ(α∨)
.

On the other hand, if w �= e, then dw(χ) = de(χ
w); therefore formula (8.20)

is proved. �

Remark 8.21. — For every w ∈W, the coefficient dw(χ), as well as the

function on the right side of (8.20), is defined on the space Xg(L̂) and
depends continuously on the character χ with respect to the weak topology.
Therefore the formula (8.20) can be extended to all characters of Xg(L̂) by

a standard argument of continuity, taking in account that X0
gg(L̂) is dense

in Xgg(L̂) and then in Xg(L̂).

8.4. Computation of dw(χ),w ∈W, for good characters;
non-reduced case

In this section we assume that ∆ is a non-reduced building of type
˜(BC)n. According to notation of Section 3.2, we shall denote by α, β, γ

any root of R0, R1, R2 respectively; moreover we set qα = q, qβ = p and
qγ = r. We define δ∨0 = 1

2

∑
α∈R+

0
α∨, δ∨1 =

∑
β∈R+

1
β∨ and δ∨ = δ∨0 + δ∨1 .

Since α∨ = α, for every α ∈ R+
0 , and β∨ = 1

2β, for every β ∈ R+
1 , then

δ∨0 = δ0 and δ∨1 = 1
2

∑
β∈R1

β = 1
2

∑
γ∈R2

γ∨. Thus δ∨ corresponds to a
reduced root system of type Bn. Moreover

δ∨ = δ∨0 + δ∨1 =
1

2

∑

α∈R+
0

α+
1

2

∑

β∈R+
1

β = δ, (8.21)

if δ corresponds to a reduced root system of type Cn. Moreover δ∨0 and δ∨1
belong to the lattice L̂ = L and lie on Q0; moreover δ∨0 , δ

∨
1 ∈ H1

i ∪ H0
i ,

for every i, because 〈δ∨0 , αi〉 = 0 or 1 and 〈δ∨1 , αi〉 = 0 or 1; furthermore
〈δ∨, αi〉 = 1, because δ∨0 ∈ H0

i when δ∨1 ∈ H1
i and viceversa. Finally we

recall that W can be seen as the Weyl group of a reduced root system of
type Cn.

– 743 –



A. M. Mantero, A. Zappa

We shall denote by X0
gg(L̂) the space of all characters of Xgg(L̂) satis-

fying 



χ(wα∨) �= q ∀α ∈ R+
0 , ∀w ∈W,

χ(wβ∨) �= √pr, −
√

r
p ∀β ∈ R+

1 , ∀w ∈W.
(8.22)

This space is dense in Xgg(L̂) with respect to the weak topology. Anal-
ogously to the reduced case, from now on we assume that χ belongs to
X0
gg(L̂). This assumption is motivated by the following lemma, analogous

to Lemma 8.8 stated in the reduced case.

Lemma 8.22. — Let χ ∈ X0
gg(L̂). Then dw(χ) �= 0, for every w ∈W.

Proof. — According to Theorem 8.6,

(i) if α = ei − ei+1, i = 1, . . . , n− 1, and w ∈W+
α ,

dw

[
χwχ0

1/2(α∨)− 1
]

+ dwsα

[
χ

1/2
0 (α∨)− χw(α∨)

]
= 0;

(ii) if β = 2en and w ∈W+
β

dw

[
(χwχ0

1/2(β∨)− 1)(χwχ0
1/2(β∨) + qβ

]

+dwsβ

[
(χ0

1/2(β∨)− χw(β∨))(χ0
1/2(β∨) + qβχ

w(β∨))
]

= 0.

If we assume χ ∈ X0
gg(L̂), then (i) and (ii) imply that de(χ) = 0 if and

only if dsα(χ) = 0 for every α = ei − ei+1 and dsβ (χ) = 0 for β = 2en.
Therefore either dw(χ) = 0 for every w ∈ W or dw(χ) �= 0 for every
w ∈W. Since

∑
w∈W dw(χ) = 1, the lemma is proved. �

Corollary 8.23. — Let χ ∈ X0
gg(L̂). Then, for every w ∈W,

dwsα(χ)

dw(χ)
= −χw(α∨)

1− χ
−1/2
0 (α∨)χwsα(α∨)

1− χ
−1/2
0 (α∨)χw(α∨)

, (8.23)

for every α = ei − ei+1, i = 1, . . . , n− 1, while, for β = 2en,

dwsβ (χ)

dw(χ)
=

−χw(2β∨)

(
1− χ

−1/2
0 (β∨)χwsα(β∨)

) (
1 + qβ χ

−1/2
0 (β∨)χwsα(β∨)

)

(
1− χ

−1/2
0 (β∨)χw(β∨)

) (
1 + qβ χ

−1/2
0 (β∨)χw(β∨)

) .

(8.24)
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Proof. — If α = ei−ei+1, for some i = 1, . . . , n−1, then the hyperplane
H1
α contains vertices of type 0 and (8.23) follows from (8.5) by the same

argument as in the reduced case.

Assume now β = 2en, and set α = en; then β∨ = α and α∨ = β. In
this case, the hyperplane H1

β does not contain vertices of type 0; hence, by
Theorem 8.6 (i),

dw

[
(χwχ0

1/2(β∨)− 1)(χwχ0
1/2(β∨) + qβ

]

+dwsβ

[
(χ0

1/2(β∨)− χw(β∨))(χ0
1/2(β∨) + qβχ

w(β∨))
]

= 0,

which implies, by Lemma 8.22, the required formula (8.24). �

According to Section 3.2, χ0(α
∨) = q2, for α = ei−ei+1, i = 1, . . . , n−

1, and χ0(β
∨) = pr, for β = 2en.

Corollary 8.24. — Let χ ∈ X0
gg(L̂). Then, for every w ∈W,

dwsα(χ)

dw(χ)
= − χw(α∨)

1− q−1χwsα(α∨)
1− q−1χw(α∨)

, if α = ei − ei+1, i = 1, . . . , n− 1;

(8.25)

dwsβ (χ)

dw(χ)
= − χw(2β∨)

(
1− 1√

prχ
wsβ (β∨)

) (
1 +

√
p
rχ

wsβ (β∨)
)

(
1− 1√

prχ
w(β∨)

) (
1 +

√
p
rχ

w(β∨)
) , if β = 2en.

(8.26)

Let w0 ∈W be the unique element of maximal length and write w0 =
s1s2 · · · sN , as reduced word, where sj = sαj , with αij = eij − eij+1, if
ij = 1, . . . , n− 1, and αij = β = 2en, if ij = n. Define

w0
0 = e and w0

k = s1s2 · · · sk = w0
k−1sk, for k = 1, 2, . . . , N.

Proposition 8.25. — Let χ be a character of X0
gg(L̂). Then

dw0
(χ)

de(χ)
= (−1)|w0|χ

w0(−δ∨)
χ(−δ∨)

∏

α∈R+
0

1− q−1χw0(α∨)
1− q−1χ(α∨)

∏

β∈R+
1

(1− 1√
prχ

w0(β∨))(1 +
√

p
rχ

w0(β∨))

(1− 1√
prχ(β∨))(1 +

√
p
rχ(β∨))

. (8.27)

– 745 –



A. M. Mantero, A. Zappa

Proof. — Property (8.22) assures that de(χ), dw0
1
(χ), . . . , dw0

N
(χ) �= 0;

then
dw0(χ)

de(χ)
=

dw0(χ)

dw0
(N−1)

(χ)

dw0
(N−1)

(χ)

dw0
(N−2)

(χ)
· · ·

dw0
2
(χ)

dw0
1
(χ)

dw0
1
(χ)

de(χ)
.

By (8.25) and (8.26),

dw0
k
(χ)

dw0
(k−1)

(χ)
=





−χw(α∨ik)
1−q−1χwsα (α∨ik )

1−q−1χw(α∨
ik

) if ik < n,

−χw(2β∨)
(1− 1√

pr
χwsβ (β∨))(1+

√
p
rχ

wsβ (β∨)

(1− 1√
pr
χw(β∨))(1+

√
p
rχ

w(β∨))
if ik = n.

Since W can be seen as the Weyl group of the reduced building of type C̃n,
we can repeat the argument used in the proof of Proposition 8.10 and write

dw0(χ)

de(χ)
= −χ(2δ∨0 + 2δ∨1 )

∏

α∈R+
0

1− q−1χw0(α∨)
1− q−1χ(α∨)

∏

β∈R+
1

(1− 1√
prχ

w0(β∨))(1 +
√

p
rχ

w0(β∨))

(1− 1√
prχ(β∨))(1 +

√
p
rχ(β∨))

.

Since χ(2δ∨0 + 2δ∨1 ) = χ(2δ∨) = χw0 (−δ∨)
χ(−δ∨) , the required formula (8.27) is

proved. �

For ease of notation, we define, for every χ ∈ X0
gg(L̂),





D0(χ) = χ(−δ∨0 )
∏

α∈R+
0

(
1− q−1χ(α∨)

)

D1(χ) = χ(−δ∨1 )
∏

β∈R+
1

(
1−√pr−1

χ(β∨)
) (

1 +

√
p

r
χ(β∨)

)

(8.28)
and D(χ) = D0(χ) D1(χ). Moreover, we define, for every w ∈W,




D0,w(χ) = D0(χ
w) = χw(−δ∨0 )

∏

α∈R+
0

(1− q−1χw(α∨))

D1,w(χ) = D1(χ
w) = χw(−δ∨1 )

∏

β∈R+
1

(1−√pr−1
χw(β∨)) (1 +

√
p

r
χw(β∨))

(8.29)
and Dw(χ) = D0,w(χ) D1,w(χ). Property (8.22) assures that Dw(χ) �= 0,
for every w ∈W; then we set

K(χ) =
de(χ)

D(χ)
=

de(χ)

D0(χ) D1(χ)
. (8.30)
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We note that K(χ) �= 0; thus Proposition 8.25 states that

dw0
(χ) = (−1)|w0| K(χ) Dw0

(χ). (8.31)

This formula can extended to each dsi(χ), i ∈ I0.

Proposition 8.26. — Let χ ∈ X0
gg(L̂). Then, for every i ∈ I0,

dsi(χ) = −K(χ)Dsi(χ). (8.32)

Proof. — Let w = sαi , for some i = 1, . . . , n − 1. In this case αi ∈ R+
0

and

dsi(χ) = −χ(α∨i )
1− q−1

1 χsi(α∨i )

1− q−1
1 χ(α∨i )

de(χ)

= −χ(α∨i )
1− q−1

1 χsi(α∨i )

1− q−1
1 χ(α∨i )

D0,e(χ)D1,e(χ)K(χ).

We observe that D1,si(χ) = D1,e(χ), because si doesn’t change sign of any
β ∈ R1. Moreover, as in Proposition 8.11,

χ(α∨i )
1− q−1

1 χsi(α∨i )

1− q−1
1 χ(α∨i )

D0,e(χ)

= χ(α∨i − δ∨0 )(1− q−1
1 χsi(α∨i ))

∏

α
=αi
(1− q−1

1 χ(α∨i ))

= χsi(−δ∨0 )
∏

α∈R+
0

(1− q−1
1 χsi(α∨i )),

because (see [3, (10.2)]) α∨i − δ∨0 = 1
2α
∨
i − 1

2

∑
α∨ 
=α∨

i
α∨ = si(−δ∨0 ). There-

fore

dsi(χ) = −K(χ)D0,si(χ)D1(χ) = −K(χ)D0,si(χ)D1,si(χ) = −K(χ)Dsi(χ).

Assume now αi = β = 2en. In this case ,

dsi(χ) = −χ(2β∨)
(1− 1√

prχ
sβ (β∨))(1 +

√
p
rχ

sβ (β∨))

(1− 1√
prχ(β∨))(1 +

√
p
rχ(β∨))

de(χ)

= −χ(2β)
(1− 1√

prχ
sβ (β∨))(1 +

√
p
rχ

sβ (β∨))

(1− 1√
prχ(β∨))(1 +

√
p
rχ(β∨))

D0,e(χ)D1,e(χ)K(χ).
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We note that D0,sβ (χ) = D0,e(χ), because sβ doesn’t change sign of any α.
Moreover

χ(2β∨)
(1− 1√

prχ
sβ (β∨))(1 +

√
p
rχ

sβ (β∨))

(1− 1√
prχ(β∨))(1 +

√
p
rχ(β∨))

D1,e(χ) = D1,sβ (χ).

Hence
dsi(χ) = −K(χ)D0,e(χ)D1,si(χ) = −K(χ)Dsi(χ).

�

As in the reduced case, we shall prove that this formula holds for all
w ∈W.

Lemma 8.27. — Let χ be a character of X0
gg(L̂); then, for every w ∈W,

K(χw) = (−1)|w|K(χ).

Proof. — We proceed by induction on the length of w, as in Lemma
8.12, using Proposition 8.26. �

Proposition 8.28. — Let χ ∈ X0
gg(L̂). Then, for every w ∈W,

dw(χ) = (−1)|w|K(χ)Dw(χ). (8.33)

Proof. — The formula follows from Proposition 8.26 and Lemma 8.27.
�

The next step is to compute the constant K(χ), recalling that

1

K(χ)
=

∑

w∈W
(−1)|w|Dw(χ).

We compute
∑

w∈W(−1)|w|Dw(χ) as in the reduced case, changing things
in the appropriate way. More precisely, we renumerate the N0 positive roots
in R0, and the N1 positive roots in R1,by setting R+

0 = {α1, . . . , αN0} and
R+

1 = {β1, . . . , βN1}. So we can write

∑

w∈W
(−1)|w|Dw(χ) =

∑

w∈W
(−1)|w|χw(−δ∨0 )χw(−δ∨1 )

N0∏

i=1

(
1− q−1χw(α∨i )

)

N1∏

j=1

(
1−√pr−1

χw(β∨j )
) (

1 +

√
p

r
χw(β∨j )

)
.
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We need some preliminary results, to simplify the calculation of the
previous sum.

Lemma 8.29. — Let χ be a character of X0
gg(L̂). Consider, for 1 � r �

N0 and 1 � k � N1,

µ∨0 =

r∑

j=1

α∨ij , ν∨1 =

k∑

m=1

β∨im .

If there exists w1 ∈W such that w1(δ
∨ − µ∨0 − 2ν∨1 ) = δ∨, then

∑

w∈W
(−1)|w|χw(−δ∨ + µ∨0 + 2ν∨1 ) = (−1)|w1|

∑

w∈W
(−1)|w|χw(−δ∨);

otherwise ∑

w∈W
(−1)|w|χw(−δ∨ + µ∨0 + 2ν∨1 ) = 0.

Proof. — Let µ∨0 =
∑r

j=1 α
∨
ij
, for r � N0. The argument used in Lemma

8.14 proves that δ∨ − µ∨0 ∈ Πδ∨ .

Let ν∨1 =
∑k

m=1 β
∨
im
, for k � N1. Then

δ∨ − 2ν∨1 =
1

2

∑

α∈R+
0

α∨ +
1

2

∑

β 
=β∨
im

−1

2

k∑

m=1

β∨imβ
∨
j

and we can prove as above that δ∨ − 2ν∨1 ∈ Πδ∨ . As in reduced case, there
exist choices of µ∨0 , ν

∨
1 , such that w1(δ

∨ − µ∨0 − 2ν∨1 ) = δ∨. Otherwise, if
w1(δ

∨ − µ∨0 − 2ν∨1 ) �= δ∨, then there exists i = 1, . . . , n such that w1(δ
∨ −

µ∨0 − 2ν∨1 ) ∈ H0
i . Therefore the required result holds. �

Lemma 8.30. — Let χ be a character of X0
gg(L̂). For every 1 � r � N0

and 1 � h, k � N1, consider

µ∨0 =

r∑

j=1

α∨ij , µ∨1 =

h∑

l=1

β∨il , ν∨1 =

k∑

m=1

β∨im .

Assume that il �= im, for every l and m. For every choice of µ∨0 , µ
∨
1 and ν∨1 ,

∑

w∈W
(−1)|w|χw(−δ∨ + µ∨0 + µ∨1 + 2ν∨1 ) = 0.
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Proof. — We have proved in Lemma 8.29 that δ∨ − µ∨0 and δ∨ − 2ν∨1
belong to Πδ∨ . Since

δ∨ − µ∨1 = δ0 + (δ1 − µ∨1 ) =
1

2

∑

α∈R+
0

α∨ +
∑

β 
=βil

β∨,

δ∨− µ∨1 is a sum of positive roots and δ∨− µ∨1 � δ∨; so δ∨− µ∨1 ∈ Πδ∨ and
δ∨ − µ∨1 ∈ Q0.

More generally, if we assume that il �= im, for every l and m, we can
prove, combining previous results, that δ∨ − µ∨0 − µ∨1 − 2ν∨1 belong to Πδ∨ .
This fact implies that there exists w1 ∈W, such that w1(δ

∨ − µ∨0 − µ∨1 −
2ν∨1 ) ∈ Q0. Since, as in the reduced case, δ∨ is the only element in Πδ∨ such
that Πδ∨ ∈ (Q0)

0, then we have two possibilities: either w1(δ
∨−µ∨0 −µ∨1 −

2ν∨1 ) = δ∨, or w1(δ
∨−µ∨0 −µ∨1 −2ν∨1 ) belongs to the linear hyperplane H0

i ,
for some i = 1, . . . , n.

But w1(δ
∨−µ∨0−µ∨1−2ν∨1 ) can not be equal to δ∨, since δ∨−µ∨0−µ∨1−2ν∨1

does not contains the roots β∨i1 , . . . , β
∨
ik

such that µ∨1 =
∑h

j=1 β
∨
ij
. Therefore

it must belong to some linear hyperplane H0
i , i = 1, . . . , n. This proves the

required result. �

The following lemma generalizes Lemma 8.15 given in the reduced case.

Lemma 8.31. — The following formulas hold.

(i) Let Y1, . . . , YM , Z1, . . . , ZM be 2M variables and Π2
M (Y,Z) =

∏M
k=1(1+

Yk + Zk); then

Π2
M (Y,Z) =

M∑

k=0

k∑

m=0

∑

IM
k,m

Yi1 · · ·YimZim+1
· · ·Zik ,

where, for every k � 1 and 0 < m < k,

IMk,m = {(j1, . . . , jk), j1, . . . , jk ∈ {1, . . . ,M}, j1 < · · · < jm,

jm+1 < · · · < jk, such that jl �= jl′ if 1 � l � m and m+1 � l′ � k },
while, for every k � 1,

IMk,0 = IMk,k = {(j1, . . . , jk), where j1, . . . , jk ∈ {1, . . . ,M}, j1 < · · · < jk},

and
IM0,0 = ∅ with

∑

IM0,0

Yi1 · · ·YimZim+1
· · ·Zik = 1.
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(ii) Let X1, . . . , XN , Y1, . . . , YM , Z1, . . . , ZM be N + 2M variables and

Π1
N (X) Π2

M (Y,Z) =

N∏

h=1

(1 +Xh)

M∏

k=1

(1 + Yk + Zk);

then

Π1
N (X) Π2

M (Y,Z) =

N∑

h=0

M∑

k=0

k∑

m=0

∑

IN
h

∑

IM
k,m

Xi1 · · ·XihYj1 · · ·YjmZjm+1 · · ·Zjk .

(iii) If a, b, c are non-zero constants, we set

Π1
N (c) Π2

M (a, b) =

N∏

h=1

(1− cXh)

M∏

k=1

(1 + aYk − bZk).

Then

Π1
N (c) Π2

M (a, b) =

N∑

h=0

M∑

k=0

k∑

m=0

(−1)h+k ambkch
∑

IN
h

∑

IM
k,m

Xi1 · · ·XihYj1 · · ·YjmZjm+1 · · ·Zik .

Proof. — The formula for Π2
M (Y,Z) can be proved by induction;

(ii) and (iii) are an immediate consequence of (i) and Lemma 8.15. �

For ease of notation we write |w| = h+k if w is a reduced word consisting
of h generators sαit and k generators sβjl . Define

Wh+k = {w ∈W, |w| = h+ k}.

Proposition 8.32. — Let χ be a character of X0
gg(L̂). Then,

∑

w∈W
(−1)|w|Dw(χ) =

[
N0∑

h=0

N1∑

k=0

q−h r−k|Wh+k|
] [ ∑

w∈W
(−1)|w|χw(−δ∨)

]
.

(8.34)
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Proof. — By (8.29), for every w ∈W,

Dw(χ) = χw(−δ∨0 )χw(−δ∨1 )

N0∏

h=1

(
1− q−1χw(α∨h )

)

N1∏

k=1

(
1−√pr−1

χw(β∨k )
) (

1 +

√
p

r
χw(β∨k )

)

= χw(−δ∨)
N0∏

h=1

(1− q−1χw(α∨h ))

N1∏

k=1

(
1 +

p− 1√
pr

χw(β∨k )− r−1χw(2β∨k )

)
.

For ease of notation, we set N = N0, M = N1 and a = p−1√
pr , b = r−1,

c = q−1. Moreover we set Xh = χw(α∨s ), for all h = 1, . . . , N0, and
Yk = χw(β∨k ), Zk = χw(2β∨k ) = Y 2

k , for all k = 1, . . . , N1. Then we can
write

Dw(χ) = χw(−δ∨)
N∏

h=1

(1− cXh)

M∏

k=1

(1 + aYk − bZk).

Therefore Lemma 8.31 implies that

Dw(χ) = χw(−δ∨)
N∑

h=0

M∑

k=0

k∑

m=0

(−1)h(−1)k−mambk−mch

∑

IN
h

∑

IM
k,m

Xi1 · · ·XihYj1 · · ·YjmZjm+1
· · ·Zik

=

N∑

h=0

M∑

k=0

k∑

m=0

(−1)h+k−m
(
p− 1√
pr

)m

rk−mq−h

∑

IN
h

∑

IM
k,m

χw(−δ∨ + µ∨0 + µ∨1 + 2ν∨1 ),

if we set, according to notation of Lemma 8.30, µ∨0 = α∨i1 + · · · + α∨ih ,
µ∨1 = β∨j1 + · · · + β∨jm , and ν∨1 = β∨jm+1

+ · · · + β∨jk . By Lemma 8.30,∑
w∈W(−1)|w|χw(−δ∨+µ∨0 +µ∨1 +2ν∨1 ) = 0 except when m = 0. Moreover,

by Lemma 8.29, if m = 0 then

∑

w∈W
(−1)|w|χw(−δ∨ + µ∨0 + 2ν∨1 ) = (−1)|w1|

∑

w∈W
(−1)|w|χw(−δ∨),

if w1(δ
∨ − µ∨0 − 2ν∨1 ) = δ∨, and

∑
w∈W(−1)|w|χw(−δ∨ + µ∨0 + 2ν∨1 ) = 0

otherwise. To conclude, we choose m = 0. Since the only choices that give
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a non-zero contribution in the previous sum arose from w1 ∈Wh+k, then

∑

w∈W
(−1)|w|Dw(χ) =

N0∑

h=0

N1∑

k=0

(−1)h+k q−h r−k|Wh+k|(−1)|w1|

∑

w∈W
(−1)|w|χw(−δ∨)

=

(
N0∑

h=0

N1∑

k=0

q−hr−k|Wh+k|
) ∑

w∈W
(−1)|w|χw(−δ∨).

�
We calculate separately

N0∑

h=0

N1∑

k=0

q−rr−k|Wh+k|) and
∑

w∈W
(−1)|w|χw(−δ∨).

Lemma 8.33. — We have

N0∑

h=0

N1∑

k=0

q−hr−k|Wh+k| = W(q−1). (8.35)

Proof. — Since W can be seen as the Weyl group of a building of type
B̃n, with parameters q and r, then formula (8.35) follows by definition of
qw. �

Lemma 8.34. — Let χ be a character of X0
gg(L̂). Then

∑

w∈W
(−1)|w|χw(−δ∨) = χ(−δ∨)

∏

α∈R+
0

(1− χ(α∨))
∏

β∈R+
1

(1− χ2(β∨)).

(8.36)

Proof. — Since R2 ∪R0 is a root system of type Bn and W can be seen
as the Weyl group associated to this root system, we can apply Lemma 8.18
to this root system and so we get

∑

w∈W
(−1)|w|χw(−δ∨) = χ(−δ∨)

N0∏

h=1

(1− χ(α∨ih))
N1∏

k=1

(1− χ(γ∨jk))

= χ(−δ∨)
N0∏

h=1

(1− χ(α∨ih))
N1∏

k=1

(1− χ(2β∨jk)).

�
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Proposition 8.35. — Let χ be a character of X0
gg(L̂). Then,

K(χ) =
χ(δ∨)

W(q−1)

∏

α∈R+
0

(
1

1− χ(α∨)

) ∏

β∈R+
1

(
1

1− χ2(β∨)

)
. (8.37)

Proof. — Lemma 8.33 and 8.34 imply that

∑

w∈W
(−1)|w| Dw(χ) = W(q−1) χ(−δ∨)

∏

α∈R+
0

(1− χ(α∨))
∏

β∈R+
1

(1− χ(2β∨)) .

Since K(χ)−1 =
∑

w∈W(−1)|w| Dw(χ), then∏
α∈R+

0
(1− χ(α∨))

∏
β∈R+

1
(1− χ(2β∨)) �= 0 and (8.37) is proved. �

We are now able to exhibit, also in the non-reduced case, the explicit
expression of each coefficient dw(χ), for characters of X0

gg(L̂).

Theorem 8.36. — Let χ be a character of X0
gg(L̂). Then, for every

w ∈W,

dw(χ) =
1

W(q−1)

∏

α∈R+
0

(
1− q−1

α χw(α∨)
1− χw(α∨)

)

∏

β∈R+
1

((
1−√pr−1χw(β∨)

) (
1 +

√
p
rχ

w(β∨)
)

1− χw(β∨)

)
. (8.38)

Proof. — By Proposition 8.35,

de(χ) = K(χ)D(χ) = K(χ)χ(−δ∨)
∏

α∈R+
0

(
1− q−1χ(α∨)

)

∏

β∈R+
1

(
1−√pr−1

χ(β∨)
) (

1 +

√
p

r
χ(β∨)

)

=
1

W(q−1)

∏

α∈R+
0

(
1− q−1χ(α∨)

1− χ(α∨)

)

∏

β∈R+
1

((
1−√pr−1χ(β∨)

) (
1 +

√
p
rχ(β∨)

)

1− χw(β∨)

)
.

Since dw(χ) = de(χ
w), for every w ∈ W, then formula (8.38) is

proved. �
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Remark 8.37. — Since, for every w ∈W, the coefficient dw(χ), as well

as the function on the right side in (8.38), is defined on the space Xg(L̂) and
depends continuously on the character χ with respect to the weak topology,
formula (8.38) can be extended to all characters of Xg(L̂) by a standard

argument of continuity, taking in account that X0
gg(L̂) is dense in Xgg(L̂)

and then in Xg(L̂).

8.5. The main theorem

Formulas (8.20) and (8.38) can be expressed in a single formula, if we
fix a convenient notation. We set

τα = qα = q, and τα/2 = 1, ∀ α ∈ R0,

τβ = qβ = p, and τβ/2 =
qγ
qβ

=
r

p
, ∀ β ∈ R1,

τγ =
qγ
qβ

=
r

p
, and τγ/2 = 1, ∀ γ ∈ R2.

Theorem 8.38. — Let ∆ let an affine building, reduced or non-reduced.
Let χ ∈ Xg(L̂). Then, for all w ∈W,

dw(χ) =
1

W(q−1)

∏

α∈R+

1− τ−1
α τ

−1/2
α/2 χw(α∨)

1− τ
−1/2
α/2 χw(α∨)

. (8.39)

Proof. — If ∆ is reduced, then R = R0, and hence the formula is a direct
consequence of Theorem 8.20. Assume now that the building is non-reduced.
For every α ∈ R0, we have

1− q−1χw(α∨)
1− χw(α∨)

=
1− τ−1

α τ
− 1

2
α
2

χw(α∨)

1− τ
− 1

2
α
2

χw(α∨)
.

Moreover, for every β ∈ R1,

1 +

√
p

r
χw(β∨) =

1− p
rχ

w(2β∨)

1−
√

p
rχ

w(β∨)
;

so
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(
1 +

√
p
rχ

w(β∨)
) (

1− 1√
prχ

w(β∨)
)

1− χw(2β∨)
=

1− p
rχ

w(2β∨)

1− χw(2β∨)

1− 1√
prχ

w(β∨)

1−
√

p
rχ

w(β∨)

=
1− p

rχ
w(γ∨)

1− χw(γ∨)

1− 1√
prχ

w(β∨)

1−
√

p
rχ

w(β∨)

=
1− τ−1

β τ
−1/2
β/2 χw(β∨)

1− τ
−1/2
β/2 χw(β∨)

1− τ−1
γ τ

−1/2
γ/2 χw(γ∨)

1− τ
−1/2
γ/2 χw(γ∨)

.

Hence
∏

β∈R+
1

((
1−√pr−1χ(β∨)

) (
1 +

√
p
rχ(β∨)

)

1− χw(β∨)

)

=
∏

β∈R+
1

1− τ−1
β τ

− 1
2

β
2

χw(β∨)

1− τ
− 1

2
β
2

χw(β∨)

∏

γ∈R+
2

1− τ−1
γ τ

− 1
2

γ
2

χw(γ∨)

1− τ
− 1

2
γ
2

χw(γ∨)
.

Therefore, by Theorem 8.35, we conclude that

dw(χ) =
1

W(q−1)

∏

α∈R+
0

1− τ−1
α τ

−1/2
α/2 χw(α∨)

1− τ
−1/2
α/2 χw(α∨)

∏

β∈R+
1

1− τ−1
β τ

− 1
2

β
2

χw(β∨)

1− τ
− 1

2
β
2

χw(β∨)

∏

γ∈R+
2

1− τ−1
γ τ

− 1
2

γ
2

χw(γ∨)

1− τ
− 1

2
γ
2

χw(γ∨)

=
1

W(q−1)

∏

α∈R+

1− τ−1
α τ

−1/2
α/2 χw(α∨)

1− τ
−1/2
α/2 χw(α∨)

,

since R = R1 ∪R2 ∪R0. �

8.6. The formula of the spherical function associated with a non-
singular character

We can finally state the explicit formula for the spherical function ϕχχ0
1/2(x)

associated with any non-singular character χ, for every affine building ∆.

Theorem 8.39. — Let χ be a non-singular character on L̂. For every
λ ∈ L̂+ and every x ∈ Vλ(e),

ϕχχ0
1/2(x) =

χ
1/2
0 (λ)

W(q−1)

∑

w∈W
c0w(χ) χw(λ), (8.40)
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where, for every w ∈W,

c0w(χ) =
∏

α∈R+

1− τ−1
α τ

− 1
2

α
2

χw(−α∨)
1− χw(−α∨) . (8.41)

Proof. — If χ ∈ Xg(L̂), the statement follows from (6.16), (6.17)
and (8.39). Assume now that χ is any non-singular character. We

notice that, for every λ ∈ L̂+ and every x ∈ Vλ(e), the function

W−1(q−1)χ
1/2
0 (λ)

∑
w∈W c0w(χ)χw(λ) with coefficients c0w(χ) given by

(8.41), as well as ϕχχ0
1/2(x), is defined for all non-singular characters on

A and depends continuously on the character χ, with respect to the weak
topology on the space XNS(L̂). Since the space Xg(L̂) is dense in XNS(L̂),
we can conclude that the formula (8.40) actually holds for every character

of XNS(L̂). �

8.7. The singular case

If we assume that χ̃ is a singular character, that is χ̃(α∨) = 1, for some
positive root α, we can calculate ϕ

χ̃χ1/2(x) as the limit of ϕχχ0
1/2(x), as

χ→ χ̃, through non-singular values of χ. This limit can be computed as in
[5, Section (4.6)].
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