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Variational methods for some singular stochastic
elliptic PDEs (∗)

Ismael Bailleul (1), Hugo Eulry (2) and Tristan Robert (3)

ABSTRACT. — We use some tools from nonlinear analysis to study two examples
of stochastic elliptic PDEs, involving a singular operator, that cannot be solved by
the contraction principle or the Schauder fixed point theorem. Let ξ stand for a
spatial white noise on a closed Riemannian surface S. We prove the existence of a
solution to the equation

(−∆ + a)u = f(u) + ξu

with a potential a ∈ Lp(S) and p > 1, and f subject to growth conditions. Under an
additional parity condition on f (met for instance when f(u) = u|u|ℓ, with ℓ an even
integer) we further prove that this equation has infinitely many solutions, in stark
contrast with all the well-posedness results that have been proved so far for such
singular stochastic PDEs under a small parameter assumption. This kind of results
is obtained by seeing the equation as characterizing the critical points of an energy
functional based on the Anderson operator H = ∆ + ξ and by resorting to variants
of the mountain pass theorem. There are however some interesting equations that
cannot be characterized as the critical points of an energy functional. Such is the
case of the singular Choquard–Pekar equation on S = T2

(−∆ + a)u =
(

w ⋆ f(u)
)

g(u) + ξu

One can use Ghoussoub’s machinery of self-dual functionals to prove the existence of
a solution to that equation as the minimum of a self-dual strongly coercive functional
under proper assumptions on the coefficients a, w, f and g.

RÉSUMÉ. — Nous utilisons des outils d’analyse non linéaire pour étudier deux
exemples d’équations aux dérivées partielles stochastiques (EDPS) elliptiques met-
tant en jeu un opérateur singulier, et qu’on ne peut résoudre à l’aide d’une méthode
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de point fixe classique, contraction ou Schauder. Soit ξ un bruit blanc spatial dé-
fini sur une surface riemannienne S. Nous démontrons l’existence d’une solution à
l’équation

(−∆ + a)u = f(u) + ξu

où a est un potentiel Lp(S), p > 1, et la fonction f satisfait de conditions de crois-
sance. Sous une hypothèse additionnelle de parité, satisfaite par exemple lorsque
f(u) = u|u|ℓ avec ℓ un entier pair, nous démontrons que l’équation admet une infi-
nité de solutions. Ce résultat contraste fortement avec tous les résultat d’existence
d’une unique solution démontrés jusqu’à présent pour toutes les EDPS singulières,
sous des hypothèses de petits paramètres. Nos résultats sont obtenus en caractérisant
une solution comme point critique d’une fonctionnelle d’énergie construite à partir
de l’opérateur d’Anderson H = ∆ + ξ, et en faisant appel à des variantes du théo-
rème du col. Cependant un certain nombre d’équations ne peuvent pas se formuler
comme caractérisations de points critiques de fonctionnelles d’énergies. C’est le cas
de la version singulière de l’équation de Choquard–Pekar sur le tore 2-dimensionnel

(−∆ + a)u =
(

w ⋆ f(u)
)

g(u) + ξu,

où ⋆ désigne l’opération de convolution. On peut utiliser la machinerie des fonc-
tionnelles auto-duales de Ghoussoub pour obtenir l’existence d’une solution à cette
équation, sous la forme d’un point atteignant le minimum d’une fonctionnelle auto-
duale fortement coercive sous certaines hypothèses sur les coefficients a, w, f, g de
l’équation.

1. Introduction

Let (S, g) stand for a closed (compact, connected, boundaryless) two
dimensional Riemannian manifold. A spatial white noise ξ on S is a random
distribution with centered Gaussian law with covariance

E
[
ξ(f1) ξ(f2)

]
=

∫
S

f1(x)f2(x) dx

for all smooth real-valued functions f1, f2 on S, with dx standing for the
Riemannian volume measure. This random distribution takes almost surely
its values in the Besov–Hölder space Bα−2

∞,∞(S), for any α < 1 (think of α−2
as (−1)−). The Anderson operator is formally defined as

Hu ··= ∆u + ξu,

with ξ seen here as a multiplication operator by ξ. The low regularity of
ξ causes problems to define H as an unbounded operator on L2(S) and is
precisely what makes the equation singular. For the product ξu of ξ by a
function u to make sense the function u needs to have regularity β with
(α − 2) + β > 0, that is β = 1+. The distribution ∆u will then have regu-
larity (−1)+, from which we should not expect any compensation with the
(−1)− regularity of ξu to get an element Hu of L2(S) in the end. This state
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of affair can be disentangled using the tools of paracontrolled calculus or
regularity structures to define H as an unbounded operator on L2(S) with
a random domain D(H). These tools have been developed for the study of
singular stochastic partial differential equations after the pioneering works
of Gubinelli, Imkeller & Perkowski [7] and M. Hairer [9]. The construction
of the operator over a two dimensional torus was first performed by Allez
& Chouk in [3] using paracontrolled calculus. Their approach was subse-
quently simplified by Gubinelli, Ugurcan & Zacchuber in [8]. Labbé gave the
first construction of the Anderson operator over a three dimensional torus
in [11] using the tools of regularity structures. Mouzard further simplified
the approach of [8] and constructed the operator over an arbitrary closed two
dimensional Riemannian manifold. A deep study of the Anderson operator
and some associated objects was done recently by Bailleul, Dang & Mouzard
in [4]. In any case one is able to define H as a closed symmetric unbounded
operator with random domain and compact resolvent. As such it has a nice
spectral theory.

We study in this work two classes of singular stochastic elliptic equations
with multiplicative spatial white noise and prove existence results for them
in settings where one cannot use a fixed point formulation of the equations.
We are even able to exhibit a class of equations that have infinitely many
solutions. This comes in stark contrast with all the well-posedness results
proved in the literature on such singular stochastic partial differential equa-
tions under a small parameter assumption. This typically takes the form of
existence (and uniqueness) for small times in the case of parabolic equations,
e.g. [9, Corollary 9.3] or [7, Theorem 5.4], and small noise or strict convexity
of the nonlinearity, as in [13, Theorem 1.1] or [2, Theorem 3] for elliptic equa-
tions. We prove our results using a setting where solutions are understood in
a weak sense and by resorting to variants of the mountain pass theorem. The
use of topological methods to get critical points of C1 functionals provides a
very efficient and robust approach. There are however interesting equations
that cannot be written as the Euler–Lagrange equation of some functional.
The use of Ghoussoub’s notion of self-dual functional provides a setting to
characterize solutions of a number of equations as minimizers of a large class
of functionals. Tools from convex analysis are required to set the scene. Note
that the recent work [18] was the first to implement the variational method
for the construction of solutions to elliptic equations associated with the
Anderson operator, their approach relies on a direct method of calculus of
variations and aims at proving some regularity results on said solutions.

Section 2 recalls and proves all we need to know about the Anderson
operator and its perturbations by Lp potentials. Section 3 is dedicated to
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the study of the equation
−Hu = au + f( · , u), (1.1)

with potentials a ∈ Lp(S) for some p > 1, with Theorem 3.6 and The-
orem 3.7 as our main results. The statement gives mild conditions under
which equation (1.1) has at least one weak solution. The second statement
shows that an additional parity condition on the nonlinearity f entails the
existence of infinitely many weak solutions. Section 4 is dedicated to the
study of the non-variational singular Choquard–Pekar equation on S = T2

−Hu = au +
(
w ⋆ |u|p

)
|u|q−2u,

for p ̸= q. We obtain an existence result in Theorem 4.2 for some appropriate
w, p and q.

Notation. — All integrals will be with respect to the Riemannian volume
measure. We will generically write them either as

∫
S f or

∫
S f(x) dx.

2. Basics on the Anderson operator

We recall in Subsection 2.1 a number of results about the Anderson op-
erator and prove in Subsection 2.2 that the quadratic form associated with
the Schrödinger Anderson operator H + a has a nice spectral theory.

2.1. Basic results

We will not need in the present work any of the technical details asso-
ciated with the use of paracontrolled calculus or regularity structures. We
only mention from the works [4, 12] the following facts that we will freely
use below, these are the only properties of the operator we need to conduct
our analysis. Recall α−2 < −1 stands for the almost sure regularity of white
noise.

• The Anderson operator H can be defined as a closed symmetric un-
bounded operator on L2(S) with random domain D(H) and com-
pact resolvent. As such it has a nice spectral theory and H : D(H) →
L2(S) is almost surely invertible. (See e.g. [12, Section 2] or [4, Sec-
tion 3].)

• There exists a random constant c such that the quadratic form as-
sociated with the operator −H + c is positive definite. The closure
of the domain D(H) with respect to the norm

∥u∥E ··=
√〈

(−H + c)u, u
〉

L2
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defines a Hilbert space E . That space is included and dense in any
Sobolev space Hβ(S), for 0 ⩽ β < α, with compact inclusions. Set

−Hc ··= −H + c.

• The operator etHc has a positive kernel pt(x, y) and there exists
positive (random) constants a1, a2 such that one has
1

a1t
exp

(
−a2

d(x, y)2

t

)
⩽ pt(x, y) ⩽ a1

t
exp

(
−d(x, y)2

a2t

)
, (2.1)

uniformly in x, y ∈ S and t ∈ (0, 1], where d(x, y) stands for the geo-
desic distance on S associated with the metric g. (See Proposition 25
in Section 4.3 of [4].)

• There exists a positive (random) constant ε such that

etHc1 ⩽ e−tε, (2.2)
for all t > 0, and the Green function G(x, y) of Hc is finite outside
the diagonal and satisfies the estimate∣∣ln d(x, y)

∣∣ ≲ G(x, y) ≲
∣∣ln d(x, y)

∣∣. (2.3)

(See(1) Proposition 25 in Section 4.3 and Lemma 36 in Section 5
of [4].)

We do not record in the heat kernel pt or the Green function G the
dependence of these functions on the constant c as the latter will be fixed
throughout. It follows from the second item and the Sobolev embedding
that we have a compact inclusion of E into Lq(S), for all 1 < q < 2

1−α .
Any bounded sequence in E has thus a subsequence that converges weakly
in E and strongly in Lq(S), for a given 1 < q < 2

1−α . (We will use that fact
a few times.) Do not be mislead by the comparison of the Green function
of H with the Green function of ∆ in the fourth item. While we have the
small distance bound (2.3) between the two functions the integral operator
on functions associated with G does not have the regularizing properties that
the operator ∆−1 have: there is no elliptic regularity for the operator H−1.
This fact is related to the singular character of the Anderson operator and
the low regularity of white noise.

It is already possible from these facts to say something about the solv-
ability of the semilinear stationary Schrödinger Anderson equation

−Hu = au + f( · , u) (2.4)

(1) Strictly speaking, only an upper bound is stated in [4, Lemma 36], but the equation
(4.21) in [4] shows that (H + c)−1 = (∆ + 1)−1+regularizing operator, the latter having
a continuous kernel on S × S. Since the kernel of (∆ + 1)−1 is exactly − 1

2π
ln d(x, y)+ a

continuous function on S × S, both the upper and the lower bounds follow.
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when the right hand side is a priori in L2(S), using the (almost sure) invert-
ibility of H and the compact embedding of its domain in L2(S).

Proposition 2.1. — Assume that a ∈ L∞(S) and that one can asso-
ciate to f ∈ C0(S × R) a function h ∈ L2(S) such that |f( · , z)| ⩽ h( · ),
uniformly in z ∈ R. Then equation (2.4) has a solution if ∥a∥L∞ is small
enough.

Proof. — The continuity of the operator H−1 : L2(S) → L2(S) and the
estimate ∥∥au + f( · , u)

∥∥
L2 ⩽ ∥a∥∞∥u∥L2 + ∥h∥L2

tell us that a ball of L2(S) of large enough radius is sent by the map
u 7→ H−1(

au + f( · , u)
)

into itself. As H−1 actually takes values in the
compact subset D(H) of L2(S) the conclusion comes from Schauder fixed
point theorem. □

Alternatively, for a ∈ L2(S) one can use the Cameron–Martin theorem
to say that the operator has a law that is equivalent to the law of H. (One
could even use the much refined form of Cameron–Martin theorem proved
by Kusuoka for random potentials a, under appropriate assumptions — see
e.g. [16, Theorem 3.5.4].) So the almost sure existence of a solution to equa-
tion (2.4) is equivalent in that case to the almost sure existence of a solution
to equation

Hu = f( · , u).

One can use a Schauder fixed point strategy if f satisfies for instance an
estimate of the form ∥∥f( · , u)

∥∥
L2 ≲ 1 + o(∥u∥L2)

when ∥u∥L2 goes to +∞. This is in particular the case when |f( · , z)| ≲ 1 +
|z|ℓ−1, for ℓ ⩽ 2. While the compactness/(fixed point) method is elementary
to set up it requires in one form or another a small size or integrability
assumption on a. The topological methods used in Section 3 will bypass that
constraint and work without size conditions on a for the much larger class
of Lp potentials, for any p > 1. As a preliminary step to the developments
of Section 3 we first study the Schrödinger Anderson operator

u 7−→ (−H + a)u

for itself and give conditions on the potential a in the next section for its
associated quadratic form to have a nice spectral theory. These conditions
are met for a large class of potentials, including a ∈ Lp(S) when p > 1.
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2.2. The Kato class and the Anderson operator

The aim of this section is to prove the following diagonalisation result for
the Schrödinger Anderson operator −H + a.

Theorem 2.2. — Pick a ∈ Lp(S) with p > 1. There exists an orthonor-
mal basis (ei)i⩾0 of L2(S) such that

E =
⊕
i⩾0

Rei,

with the closure in E , and one has for all i ⩾ 0〈
ei, (−H + a)ei

〉
L2 = µi.

Recall that a potential a : S → R is said to be in the Kato class if

lim
r→0+

sup
x∈S

∫
d(x,· )<r

∣∣ln d(x, y)
∣∣|a(y)| dy = 0. (2.5)

Note that as S is compact, potentials in Lp(S) with p > 1 are in the Kato
class and that Kato class potentials are integrable.

Given the equivalence (2.3) for the Green function G of the Anderson
operator H one can rewrite condition (2.5) under the form

lim
r→0+

sup
x∈S

∫
d(x,y)<r

G(x, y)|a(y)| dy = 0.

The proof of Theorem 2.2 follows the proof of a similar result for pertur-
bations of the ∆ operator by potentials in the Kato class. (See for instance
Section 3.3 of the book [5] of Betz, Hiroshima & Lorinczi.) We rewrite in
Proposition 2.4 condition (2.5) as a condition on the operator −Hc +λ, when
the constant λ goes to ∞, and deduce from it in Proposition 2.5 that the
quadratic form associated with a is (−Hc)-form bounded with arbitrarily
small relative bound. We first state and prove these two propositions before
proving Theorem 2.2. An intermediate result is needed first.

Lemma 2.3. — A function a ∈ L1(S) is in the Kato class iff

sup
x∈S

∫ T

0

∫
S

ps(x, y)|a(y)| dyds −→
T →0+

0. (2.6)

Proof. — We first note from the Gaussian bounds (2.1) that condition
(2.6) is equivalent to the condition

sup
x∈S

∫ T

0

∫
S

s−1e−d(x,y)2/s|a(y)| dyds −→
T →0+

0. (2.7)
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• Let a be a potential in the Kato class. For 0 < T < 1, we split the
integration over S in (2.7) into {d(x, · ) < T 1/4} ∪ {d(x, · ) ⩾ T 1/4}. By
Fubini–Tonelli’s theorem, a change of variables, and integration by parts,
one has∫ T

0

∫
d(x,· )<T 1/4

s−1e−d(x,y)2/s|a(y)| dyds

=
∫

d(x,· )<T 1/4

∫ +∞

T −1d(x,y)2
r−1e−r|a(y)| drdy

≲ −
∫

d(x,· )<T 1/4
ln

(
d(x, y)2

T

)
|a(y)| dy

+
∫

d(x,· )<T 1/4

∫ +∞

T −1d(x,y)2
(ln r) e−r|a(y)| drdy

≲
∫

d(x,· )<T 1/4

∣∣ln d(x, y)
∣∣ |a(y)| dy + ln T + oT (1),

with a oT (1) that comes from the integrable character of a and a negative
contribution of ln T that can be skipped in an upper bound.

As we also have∫ T

0

∫
d(x,· )⩾T 1/4

s−1e−d(x,y)2/s|a|(y) dyds

=
∫

d(x,· )⩾T 1/4

∫ +∞

T −1d(x,y)2
r−1e−r|a|(y) dydr

⩽
∫

d(x,· )>T 1/4

∫ +∞

T −1/2
r−1e−r|a|(y) drdy = oT (1),

from the fact that a ∈ L1(S), we see that condition (2.7) follows from con-
dition (2.5).

• Write A ≍ B when we have both A ≲ B and B ≲ A. We have the
estimate∫ T

0
ps(x, y)ds ≍

∫ T

0
s−1e−d(x,y)2/sds ≍

∫ +∞

d(x,y)2/T

r−1e−rdr

≍ − ln
(
d(x, y)2/T

)
e−d(x,y)2/T +

∫ +∞

d(x,y)2/T

(ln r) e−r dr,

which holds for any 0 < T < 1 and uniformly in x, y ∈ S, and thus the upper
bound (

− ln d(x, y)
)
1d(x,y)⩽T ≲

∫ T

0
ps(x, y)ds + 1d(x,y)⩽T .
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Multiplying by |a|, integrating on S and using again Fubini–Tonelli’s the-
orem, we see on this inequality that condition (2.5) follows from condi-
tion (2.7). □

Proposition 2.4. — A function a ∈ L1(S) is in the Kato class iff∥∥(−Hc + λ)−1|a|
∥∥

∞ −→
λ→+∞

0.

Proof. — While the operator (−Hc + λ)−1 is first defined as an operator
from L2(S) into D(H), for good λ’s, its spectral representation

(−Hc + λ)−1u =
∫ +∞

0

∫
S

e−λtpt( · , x)u(x) dxdt

allows to extend it naturally to the set of non-negative valued functions u,
with (−Hc + λ)−1u taking values in [0, +∞]. (Recall the heat kernel of Hc

is positive, so the above quantity is positive unless u is null.) Take T > 0 to
be chosen later. Slicing the time integral and changing variables, we have(

(−Hc + λ)−1|a|
)
(z) =

∑
n⩾0

e−T λn

∫ T

0
e−λs

∫
S

pnT (z, x)
(
esHc |a|

)
(x) dxds.

Thus with ε as in (2.2), we see from the fact that enT Hc1 ⩽ e−nT ε and the
spectral representation of (−Hc + λ)−1 that one has the upper bound

(
(−Hc + λ)−1|a|

)
(z) ⩽ 1

1 − e−(λ+ε)T
sup
x∈S

∫ T

0

(
esHc |a|

)
(x) ds

≲
eλT

1 − e−(λ+ε)T

∥∥(−Hc + λ)−1|a|
∥∥

∞.

Taking T = 1/(λ + ε) shows then that we have∥∥(−Hc + λ)−1|a|
∥∥

∞ ≍ sup
x∈S

∫ T

0

(
e−sHc |a|

)
(x) ds.

As ∫ T

0
e−sHc |a|(x) ds =

∫ T

0

∫
S

ps(y, x)|a|(y) dyds

and ps( · , · ) is a symmetric function of its two space arguments the quantity∥∥(−Hc + λ)−1|a|
∥∥

∞ is equivalent to the quantity
∫ T

0
∫

S ps(x, y)|a|(y) dyds,
so the conclusion follows from Lemma 2.3. □

Proposition 2.5. — Let a be a potential in the Kato class. For any
η > 0 there exists a positive constant mη such that one has

⟨u, |a|u⟩L2 ⩽ η∥u∥2
E + mη∥u∥2

L2 ,

for all u ∈ E .
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Proof. — We prove below that the operator |a|1/2(−Hc + λ)−1/2 is well
defined as an operator from L2(S) into itself, with operator norm of order∥∥(−Hc + λ)−1|a|

∥∥1/2
∞ . The inequality of the statement then follows from the

identity

⟨u, |a|u⟩L2 = ∥|a|1/2u∥2
L2 =

∥∥∥|a|1/2(−Hc + λ)−1/2(−Hc + λ)1/2u
∥∥∥2

L2

⩽
∥∥∥|a|1/2(−Hc + λ)−1/2

∥∥∥2

L2→L2

∥∥∥(−Hc + λ)1/2u
∥∥∥2

L2
,

valid for u ∈ E , and Proposition 2.4.

Now note first that∥∥(−Hc + λ)−1|a|
∥∥

L∞→L∞ =
∥∥(−Hc + λ)−1|a|

∥∥
∞ .

By duality |a|(−Hc +λ)−1 defines a bounded operator from L1(S) into itself,
with operator norm∥∥|a|(−Hc + λ)−1∥∥

L1→L1 =
∥∥(−Hc + λ)−1|a|

∥∥
L∞→L∞

=
∥∥(−Hc + λ)−1|a|

∥∥
∞ .

Stein’s interpolation theorem can thus be applied to the holomorphic family
of operators

T (z) ··= |a|z(−Hc + E)−1|a|1−z,

and shows that T (1/2) is a bounded operator from L2(S) into itself with
operator norm at most

∥∥(−Hc + λ)−1|a|
∥∥

∞. The conclusion follows then
from the identity∥∥∥|a|1/2(−Hc + λ)−1/2

∥∥∥2

L2→L2
=

∥∥∥|a|1/2(−Hc + λ)−1|a|1/2
∥∥∥

L2→L2

= ∥T (1/2)∥L2→L2 . □

The statement of Theorem 2.2 is then a direct consequence of classical re-
sults on perturbations of quadratic forms, as Proposition 2.5 allows us to use
Theorem X.17 and Theorem XIII.68 of Reed & Simon’s books [14] and [15],
respectively. We order the family of the real-valued (random) eigenvalues of
the quadratic form −Hc + a

µ0 ⩽ µ1 ⩽ · · · ⩽ µm ⩽ 0 < µm+1 ⩽ · · · (2.8)

and denote by µm+1 the smallest positive eigenvalue, with the convention
that m = −1 if µ0 > 0. We record here for later use the following elementary
result. Set

E>m ··=
⊕

i⩾m+1
Rei,

with closure in E .
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Lemma 2.6. — Let a ∈ Lp(S) for some p > 1. Then the following quan-
tity is positive

δ := inf
v∈E>m

∥v∥E =1

(
∥v∥2

E +
∫

S
av2

)
> 0.

Proof. — We use the fact that α < 1 can be chosen arbitrarily close
to 1 to pick it in such a way that 2p/(p − 1) < 2/(1 − α). Recall that
the space E is compactly embedded in Hβ(S) for any 0 ⩽ β < α. Take a
minimizing sequence un in E>m with ∥un∥E = 1, such that ∥un∥E +

∫
S au2

n =
1+

∫
S au2

n → δ. Then, since the sequence un is bounded in E and takes values
in the closed subspace E>m it has a subsequence that converges weakly to
an element u of E>m and, together with Sobolev embedding, strongly to u
in L2p/(p−1)(S). The integrals

∫
S au2

n then converge to
∫

S au2, and

δ = 1 +
∫

S
au2 = lim inf

n→∞
∥un∥2

E +
∫

S
au2 ⩾ ∥u∥2

E +
∫

S
au2.

If u = 0 we have δ = 1, otherwise since u ∈ E>m we have

δ ⩾
∫

S

((√
−Hcu

)2 + au2
)
⩾ µm+1∥u∥2

E . □

Remark 2.7. — Note that even if Theorem 2.2 and Lemma 2.6 would
hold true for any Kato class potential a as well, we shall only consider the
case where a ∈ Lp(S) for some p > 1 in the following. This is required for
our energy functional Φ defined below to be C1.

3. Weak solutions to singular stochastic PDEs

Let a function f : S × R → R be given, with f(x, · ) ∈ L1
loc(R) for each

x ∈ S and ∣∣f(x, z)
∣∣ ≲ 1 + |z|ℓ,

for some positive exponent ℓ, uniformly in x ∈ S. We associate to f the
function

F (x, z) ··=
∫ z

0
f(x, r) dr, (3.1)

defined for all for (x, z) ∈ S × R. Pick a ∈ Lp(S) with p > 1 and set

Φ(u) ··=
1
2∥u∥2

E +
∫

S

(
1
2 a(x)u(x)2 − F

(
x, u(x)

))
dx.

Lemma 3.1. — The function Φ on E is well-defined and C1, with Fréchet
derivative

Φ′(u)(v) = ⟨u, v⟩E +
∫

S

(
a(x)u(x)v(x) − f

(
x, u(x)

)
v(x)

)
dx
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Proof. — We use again the fact that α < 1 can be chosen arbitrarily
close to 1 to pick it in such a way that 2p/(p − 1) < 2/(1 − α) and ℓ + 1 <
2/(1 − α). The continuous embedding of E into L2p/(p−1)(S) then tells us
that the integral

∫
S au2 defines a C1 function of u ∈ E with derivative v 7→

2
∫

S auv at point u. Similar considerations give the Fréchet differentiability of∫
S F

(
x, u(x)

)
dx as a function of u ∈ E and the formula for its derivative. □

This result justifies the following definition.

Definition 3.2. — A weak solution of the equation

−Hcu + au = f( · , u) (3.2)

is a critical point of the map Φ.

Note that as we are working in a Hilbert space framework one can identify
the Fréchet derivative of Φ at point u to its gradient in E , still denoted by
Φ′(u). In their recent work [18] Duan & Zhang use a similar characterization
of weak solutions to the same equation. However their approach only deals
with constant potentials a ≡ µ, for which the direct method in the calculus
of variations applies since the energy functional is coercive. This also allows
them to prove that their weak solution actually belong to D(H) and even get
Schauder estimates on said solution. However in our case the whole point is
that even the existence of a minimizer is not straightforward, since the energy
functional is no longer coercive when a is not constant and non-positive. We
note also that Igant, Otto, Ried & Tsatsoulis also used slightly earlier a
variational characterization of solutions to a nonlocal singular equation in
their work [10]. In echo of Definition 3.2 we define a weak solution of the
equation

−Hu + au = f( · , u)

as a critical point of the map on E constructed with a − c in place of a
(shifting the function a by a constant keeps its integrability property as S
has finite volume). Working with the positive definite operator −Hc turns
out to be more practical. Note that one cannot use any kind of bootstrap,
or elliptic regularity result, to get that weak solutions of equation (3.2) are
strong solutions of that equation, as this would require a to be an element of
L2(S). Indeed, u cannot be expected to have more than H1−(S) regularity
as an element of the domain D(H), thus for the product au to be in L2(S)
the potential a would need to have enough integrability, which we do not
assume. Here our argument covers any potential a ∈ Lp(S) in the whole
range p > 1.

– 480 –



Variational methods for some singular stochastic elliptic PDEs

3.1. The Mountain Pass strategy

We use a well-known variant of the mountain pass theorem to guarantee
the existence of critical points of Φ under appropriate assumptions on f .
First recall the following definition.

Definition. — Let b ∈ R. The functional Φ is said to satisfy the Palais–
Smale condition (PS)b if any sequence (un) in E satisfying

Φ(un) −→
n→+∞

b, Φ′(un) −→
n→+∞

0, (3.3)

has a converging subsequence in E .

With this property, the mechanics of minimax principles is simple and
can be illustrated on the following special case.

Let B stand for the closed unit ball of the d-dimensional Euclidean space.
Let ρ0 be a continuous map from the unit sphere ∂B into E . Let Γ stand for
the collection of all continuous maps from B into E whose restriction to ∂B
is ρ0. If

max
|z|=1

Φ
(
ρ0(z)

)
< b ··= inf

ρ∈Γ
∥Φ ◦ ρ∥∞ < ∞ (3.4)

then one can associate to every θ > 0 and every ρ ∈ Γ such that
∥Φ ◦ ρ∥∞ ⩽ b + θ

a point u ∈ E such that 
∣∣Φ(u) − b

∣∣ ⩽ 2θ,

dist
(
u, ρ(B)

)
⩽ 2,

∥Φ′(u)∥ ⩽ 8θ.

Indeed if all points of the 2-neighbourhood of ρ(B) where
∣∣Φ(u) − b

∣∣ ⩽ 2θ
satisfied ∥Φ′(u)∥ > 8θ one could build an explicit deformation ρ̃ of ρ that
would be in the family Γ and would satisfy ∥Φ ◦ ρ̃∥∞ ⩽ b − θ, contradicting
the definition of b. Such a deformation would be constructed from the flow
of a pseudo-gradient vector field associated with Φ′. See e.g. Lemma 2.2,
Lemma 2.3 and Theorem 2.8 in Willem’s book [17], here we took δ = 1 in
the notations of [17]. So there exists a sequence of points un ∈ E satisfying

Φ(un) −→
n→+∞

b, Φ′(un) −→
n→+∞

0.

If Φ satisfies the (PS)b condition, any limit point u is thus a critical point of
Φ where Φ(u) = b.

Let Sr ⊂ E stand for the sphere of E of radius r. If the maps ρ ∈ Γ are of
the form ρ ◦ ι, where ι sends homeomorphically B into E and ι(B) ∩ Sr ̸= ∅,
with the maps ρ defined on ι(B), they satisfy ρ(B) ∩ Sr ̸= ∅, otherwise one
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could construct a continuous retraction from B into ∂B. (See e.g. the proof
of Theorem 2.12 in [17].) Condition (3.4) thus holds true if

max
|z|=1

Φ
(
ρ(z)

)
< inf

Sr

Φ.

The (slightly refined) form under which we will use that fact is given by
Rabinowitz’ linking theorem, which we formulate in our setting here; see
e.g. [17, Theorem 2.12]. Set for all k ⩾ 0

E⩽k ··=
k⊕

i=0
Rei, E>k ··=

⊕
i⩾k+1

Rei,

with closure in E .

Theorem 3.3. — Pick 0 < r1 < r2 < ∞ and y ∈ E>k with norm r1. Set

Br2
··=

{
u = y + ty , y ∈ E⩽k ; t ⩾ 0 such that ∥u∥ ⩽ r2

}
,

and let Γ stand for the set of continuous maps from Br2 into E whose re-
striction to ∂Br2 is the identity map. Then

b ··= inf
ρ∈Γ

∥Φ ◦ ρ∥∞

is a critical value of Φ if Φ satisfies the Palais–Smale condition (PS)b and
max
∂Br2

Φ < inf
Sr1 ∩E>k

Φ. (3.5)

We will use that result to prove existence of weak solutions of equa-
tion (3.2). The following variation on Rabinowitz’ linking theorem due to
Bartsch will be used to prove that equation (3.2) actually have infinitely
many solutions under an appropriate parity assumption on f . Here again
the statement is given in our setting, and we refer e.g. to [17, Theorem 3.6].

Theorem 3.4 (Barstch’s fountain Theorem). — Assume f is odd with
respect to its z argument. If Φ satisfies the Palais–Smale condition (PS)b for
all b ∈ R and if there exist two sequences 0 < r1,n < r2,n < ∞ such that

max
u∈E⩽n,|u|=r2,n

Φ(u) ⩽ 0,

inf
u∈E>n,|u|=r1,n

Φ(u) −→
n→+∞

+∞,

then Φ has an unbounded sequence of critical values.

The parity condition on f implies that Φ is even, hence invariant by
the action of the multiplicative group {±1}. The role played by the (no
retraction)/(Brouwer fixed point) argument in the proof of Theorem 3.3 is
played in that setting by the Borsuk–Ulam fixed point theorem. See e.g. [17,
Sections 3.1 and 3.2].
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3.2. The Palais–Smale condition

We will work from now on with a nonlinearity f ∈ C1(S × R,R) that
satisfies the following conditions, referred to in the text as Assumption (A).
Recall from (3.1) the definition of F .

Assumption (A). —

• There is an exponent ℓ > 2 such that one has∣∣f(x, z)
∣∣ ≲ 1 + |z|ℓ−1,

∣∣∂zf(x, z)
∣∣ ≲ 1 + |z|ℓ−2,

and f(x, z) = o(z), as z goes to 0, uniformly in x ∈ S.
• One has F ⩾ 0 and there exist k > 0 and γ > 2 such that for all

x ∈ S one has
γF (x, z) ⩽ zf(x, z), (3.6)

on the set {|z| ⩾ k}.

As an example, any focusing polynomial nonlinearity f(x, z) = z2j+1 for
an integer j ⩾ 1 satisfies Assumption (A).

Proposition 3.5. — The map Φ satisfies Palais–Smale condition (PS)b

for all b ∈ R.

Proof. — As a preliminary remark note that the differential condition
(3.6) on the set {|z| > k} gives the existence of positive constants c1, c2 such
that one has the global lower bound

F (x, z) ⩾ c1|z|γ − c2 (3.7)

on all of S × R. Recall from (2.8) the definition of the index m. Let now
(un) be a sequence of elements of E such that supn Φ(un) =: M < +∞ and
Φ′(un) tends to 0. Write

un =: yn + y′
n ∈ E⩽m ⊕ E>m.

We will choose below a constant β ∈ ( 1
γ , 1

2 ). Independently of this constant,
one has for n large enough, say n ⩾ n0, the inequality |Φ′(un)(v)| ⩽ ∥v∥E ,
for all v ∈ E . One thus has for such indices
M + ∥un∥E ⩾ Φ(un) − βΦ′(un)(un)

=
(

1
2 − β

)(
∥un∥2

E +
∫

S
au2

n

)
−

∫
S

(
F ( · , un) − βf( · , un)un

)
⩾

(
1
2 − β

)(
∥un∥2

E +
∫

S
au2

n

)
+ (γβ − 1)

(
c1∥un∥γ

Lγ − c2
)
,

(3.8)
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from Assumption (A) and (3.7). Since the decomposition un = yn + y′
n is

orthogonal in L2(S) and the space E>m is stable for the map (−Hc + a) we
can use the definition of µ0 and δ in Lemma 2.6, to get

∥un∥2
E +

∫
S

au2
n

= ∥yn∥2
E + ∥y′

n∥2
E + 2⟨yn, y′

n⟩E +
∫

S
a
(
y2

n + (y′
n)2 + 2yny′

n

)
=

(
∥yn∥2

E +
∫

S
ay2

n

)
+

(
∥y′

n∥2
E +

∫
S

a(y′
n)2

)
+ 2

(
⟨yn, y′

n⟩E +
∫

S
ayny′

n

)
︸ ︷︷ ︸

=0

⩾ µ0∥yn∥2
L2 + δ∥y′

n∥2
E .

For the Lγ norm in (3.8) we remark that since S is compact and γ > 2 the
space Lγ(S) is a subspace of L2(S) with

∥un∥γ
Lγ ? ∥un∥γ

L2 ?
(
∥yn∥2

L2 + ∥y′
n∥2

L2

)γ/2
? ∥yn∥γ

L2 .

We thus have for n large enough the inequality

C + ∥un∥E ⩾

(
1
2 − β

) (
µ0∥yn∥2

L2 + δ∥y′
n∥2

E

)
+ c1(γβ − 1)∥yn∥γ

L2

for a positive constant C. Using the equivalence of the norms on the finite
dimensional space E⩽m where yn lives and choosing β < 1/2 close enough
to 1/2 to have γβ > 1 and the constant in front of ∥yn∥γ

L2 in

C + ∥un∥E ⩾
(
1/2 − β

)
δ∥y′

n∥2
E +

(
c1(γβ − 1) + c2

(
1/2 − β

)
µ0

)
∥yn∥γ

L2

positive, this implies that the sequence un is bounded in E . Indeed, assume
for instance ∥yn∥E is not bounded, then, as γ > 2 the previous inequality
rewrites

1 + ∥y′
n∥E + ∥yn∥E ≳ ∥y′

n∥2
E + ∥yn∥2

E ≳
(
∥y′

n∥E + ∥yn∥E

)2

proving that ∥y′
n∥E + ∥yn∥E is bounded, which contradicts the fact that

∥yn∥E is not bounded. Similar argument ensures that ∥y′
n∥E is bounded as

well, and thus so is ∥un∥E .

There is thus a subsequence (un′) that converges weakly to an element u ∈
E and in Lp/2(S) and L2p/(p−1)(S) to u as well. We obtain the convergence
of un′ to u in E from the identity(

Φ′(un′) − Φ′(u)
)
(un′ − u)

= ∥un′ − u∥2
E −

∫
S

(
(f( · , un′) − f( · , u))(un′ − u) − a(un′ − u)2

)
and the fact that
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• the quantity
(
Φ′(un′) − Φ′(u)

)
(un′ − u) is converging to 0 since un′

is converging weakly to u in E and Φ′(un′) is converging to 0,
• the two quantities

∫
S

(
f( · , un′)−f( · , u)

)
(un′ −u) and

∫
S a(un′ −u)2

are converging to 0 from Hölder inequality and the Lp/2(S), respec-
tively L2p/(p−1)(S), convergence of un′ to u.

This concludes the proof that Φ satisfies the Palais–Smale condition (PS)b

for all b ∈ R. □

3.3. Existence and multiplicity results

We can now state and prove our main existence and multiplicity results
for the semilinear equation

−Hu + au = f( · , u). (3.9)
Note that unlike in the fixed point approach of Proposition 2.1 no small size
or a good integrability assumption on a is needed in the next statement.

Theorem 3.6. — If f satisfies Assumption (A), then for any a ∈ Lp(S)
with p > 1, the equation (3.9) has a non-trivial weak solution in E .

Proof. — As trading a for a−c does not change its integrability properties
we consider the equation

−Hcu + au = f( · , u).
Proposition 3.5 shows that the map Φ satisfies the Palais–Smale condition
(PS)b for all b ∈ R. We now check the condition (3.5) of Rabinowitz’ linking
theorem, Theorem 3.3, with y = r1

em+1
∥em+1∥E

, for an appropriate choice of
constants 0 < r1 < r2 < ∞. We use the notations of Theorem 3.3.

We have from the large and small z behaviour of f(x, z) stated in As-
sumption (A) the existence for any θ > 0 of a positive constant cθ such that
|F (x, z)| ⩽ θ|z|2 + cθ|z|ℓ, for all (x, z) ∈ S × R. This gives in particular, for
any u ∈ E>m, the lower bound

Φ(u) ⩾ δ

2∥u∥2
E − θ∥u∥2

L2 − cθ∥u∥ℓ
Lℓ

⩾

(
δ

2 − θ

)
∥u∥2

E − c′
θ∥u∥ℓ

E ,

with δ as in Lemma 2.6, and for another positive constant c′
θ, from the

embedding of E in Lℓ(S) when ℓ < 2/(1 − α). As ℓ > 2 this inequality
guarantees that for 0 < θ < δ/2 and r1 small enough

inf
Sr1 ∩E>m

Φ > 0,
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with Sr1 the sphere of E of radius r1. We check in the sequel of the proof
that one can find r2 > r1 finite such that

sup
∂Br2

Φ ⩽ 0.

For u ∈ E⩽m one has from the fact that F is non-negative and µm non-
positive

Φ(u) = 1
2

(
∥u∥2

E +
∫

S
au2

)
−

∫
S

F ( · , u)

⩽
∫

S

(µm

2 u2 − F ( · , u)
)
⩽ 0.

For any r2 > 0 and u = y+ty ∈ Br2 we have from the global lower bound (3.7)
on F , and the equivalence of norms on the finite dimensional space E⩽m⊕Ry,
the estimate

Φ(u) ⩽ 1
2∥u∥2

E + 1
2∥a∥Lp∥u∥2

L2p/(p−1) − c1

∫
S

|u|γ + c2

≲ ∥u∥2
E + 1 − c′

1∥u∥γ
E ,

for a positive constant c′
1. It follows that Φ(u) ⩽ 0 if ∥u∥E is large enough,

since γ > 2. The radius r2 is chosen accordingly. □

The above proof males it clear that Theorem 3.6 holds under the slightly
weaker assumption that F ( · , z) is only bounded below by µmz2.

Theorem 3.7. — Assume in addition to Assumption (A) that f is odd
with respect to its second argument. Then for any a ∈ Lp(S) for some p > 1,
there exists a sequence (un) ⊂ E of weak solutions of the equation

Hu = au + f( · , u)

such that Φ(un) goes to +∞ as n goes to +∞.

Proof. — We check that the conditions of Bartsch’s fountain theorem
(Theorem 3.4) are met. Given n ⩾ m and u ∈ E>n, for θ < δ

2 , as in the proof
of Theorem 3.6, we have

Φ(u) = 1
2

(
∥u∥2

E +
∫

S
au2

)
−

∫
S

F ( · , u)

⩾
δ

2∥u∥2
E − θ∥u∥2

E − cθ∥u∥ℓ
Lℓ ⩾ δ′∥u∥2

E − cθβℓ
n∥u∥ℓ

E

for a positive constant δ′ and βn ··= supu∈E>n

∥u∥
Lℓ

∥u∥E
. Set

rℓ−2
1,n

··=
δ′

2cθβℓ
n
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and take any u ∈ E>n with ∥u∥E = r1,n. Then we have

Φ(u) ⩾ r2
1,n

(
δ′ − cθβℓ

nrℓ−2
1,n

)
= δ′

2 r2
1,n

In turns out that r1,n diverges to +∞. To see this, note that the βn are
non-increasing so they have a limit β ⩾ 0. Pick for each n ⩾ m a point
un ∈ E>n such that ∥un∥E = 1 and ∥un∥Lℓ ⩾ βn/2. Up to extraction, the
un are converging weakly in E and in Lℓ(S) to a limit element u ∈ E . But
it follows from the definition of E>n that the un are converging weakly to 0,
so β = 0 and r1,n diverges to +∞.

To control the behaviour of Φ on E⩽n we proceed as in the proof of
Theorem 3.6 and write for u ∈ E⩽n

Φ(u) = 1
2

(
∥u∥2

E +
∫

S
au2

)
−

∫
S

F ( · , u)

⩽
1
2∥u∥2

E + 1
2∥a∥Lp∥u∥2

L2p/(p−1) − c1

∫
S

|u|γ + c2

⩽ C1(∥u∥2
E + 1) − C2,n∥u∥γ

E ,

for some positive constant C1 and some n-dependent constant C2,n, using
the equivalence of norms on the finite dimensional space E⩽n. The condition
γ > 2 thus guarantees that Φ takes non-positive values on the intersection
with E⩽n of the sphere of E of a well-chosen radius r2,n > r1,n. □

Corollary 3.8. — For any non-null even integer ℓ and any potential
a ∈ Lp(S), with p > 1, the semilinear problem

−Hu + au = u|u|ℓ

has infinitely many weak solutions.

4. A non-variational singular stochastic PDE

We consider in this section the case of the two dimensional torus S = T2.
Denote by ⋆ the convolution operation in T2. We consider in this section the
singular Choquard–Pekar equation

(−Hc + a)u = (w ⋆ |u|p)|u|q−2u, (4.1)
for appropriate parameters w, p, and q, which can be seen as a generalization
of the (stationary) Hartree equation on T2 (for a survey on these equations
in the deterministic case and the corresponding parameters, see [1]). While
the latter can be treated with variational methods, (4.1) cannot be written
as the Euler–Lagrange equation of a functional on E as soon as p ̸= q, the
case of interest here. We use Ghoussoub’s machinery of self-dual functionals
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to tackle that equation. We recall what we need from this setting in the
restricted functional setting of the space E , this will be sufficient for us. See
Ghoussoub’s book [6] for the whole story. It will clarify things here to make
a difference between the Hilbert space E and its topological dual E ′ without
identifying the later to the former.

Given a convex and lower semi continuous functional φ : E → R its
Fenchel transform φ′ : E ′ → R is defined by

φ′(p) ··= sup
u∈E

(
p(u) − φ(u)

)
,

and its subdifferential at a point u ∈ E is the subset of E ′ defined by

∂φ(u) ··=
{

p ∈ E ′ ; ∀ h ∈ E , φ(u + h) ⩾ φ(u) + p(h)
}

.

One thus has
φ(u) + φ′(p) ⩾ p(u)

for all u ∈ E , p ∈ E ′, with equality if and only if p ∈ ∂φ(u). An operator
Λ : E → E ′ is said to be regular if it is weak-to-weak continuous on its
domain and u 7→ (Λu)(u) is weakly lower semi-continuous. Recall also that a
non-negative function Φ : E → [0, +∞) is said to be self-dual if there exists
a real-valued function M on E × E such that

Φ(u) = sup M(u, · ) (4.2)
for all u ∈ E , where all the functions M(v, · ) are proper and concave, all
the functions M( · , v) are weakly semicontinuous and M is non-positive on
the diagonal. A large class of self-dual functions is provided in the follow-
ing statement. It is a direct consequence of Theorem 12.3 in Ghoussoub’s
book [6], itself a direct consequence of Ky Fan’s min-max principle.

Theorem 4.1. — Let φ : E → R be a lower semicontinuous convex
function that is bounded below. Let f ∈ E ′ and Λ : E → E ′ be a regular
(possibly nonlinear) operator. Then the function

M(u, v) := (Λu)(u − v) + φ(u) − φ(v)
on E × E defines via (4.2) a non-negative self-dual functional

Φ(u) = φ(u) − φ′(Λu) + (Λu)(u).
If further

∥∥φ(u) + (Λu)(u)
∥∥

E
tends to +∞ as ∥u∥E tends to +∞ then the

function Φ attains its minimum 0 at some point u ∈ E where
−Λu ∈ ∂φ(u).

We will use Theorem 4.1 to prove the next statement, with φ the C1

function
φ(u) := 1

2∥u∥2
E + 1

2

∫
T2

au2
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on E . Its subdifferential being a singleton the conclusion of Theorem 4.1 will
thus come under the form that u is a weak solution of the equation

∂φ(u) + Λu = 0,

that is
(−Hc + a)u + Λu = 0.

An ad hoc choice of function Λ will identify this equation with the Choquard–
Pekar equation (4.1).

Theorem 4.2. — Pick exponents p ∈ [1, +∞), q ∈ (1, +∞) and let the
potential a be bounded and positive. Assume that the interaction kernel w ∈
L1(T2) is non-positive. Then the singular Choquard–Pekar equation (4.1)
has a weak solution u ∈ E .

The non-positivity assumption on the interaction kernel w may seem
rather ad hoc, as the Choquard–Pekar equation originally arose in the physics
litterature for a non-negative kernel. However it also corresponds to the vari-
ational case p = q, and as we pointed out above, we rather see the equa-
tion (4.1) as a toy-model to extend the self-dual machinery to the case of a
singular stochastic PDE. From this point of view our Theorem 4.2 is really
the analogue of [6, Theorem 12.5(A)].

Proof. — The boundedness and positivity assumption on the potential
a guarantees that the function φ on E is well-defined, convex, non-negative
and lower semicontinuous. For u ∈ E set

Λu ··= −(w ⋆ |u|p)|u|q−2u.

One has for all u, v ∈ E∣∣(Λu)(v)
∣∣ ⩽ ∫

T2

∣∣w ⋆ |u|p
∣∣ |u|q−1|v|

⩽ ∥w∥L1 ∥|u|p∥L2
∥∥|u|q−1v

∥∥
L2

⩽ ∥w∥L1 ∥u∥p
L2p ∥u∥q−1

L2q ∥v∥L2q ,

where we used Hölder inequality to bound
∥∥|u|q−1v

∥∥
L2 . Recall the compact

embedding of E into Lr(T2) for any 1 < r < 2
1−α mentioned in section 2.1

(where α − 2 stands for the regularity of the white noise ξ). Using it for
r ∈ {2p, 2q} and an appropriate choice of α close enough to 1, then yields
the bound ∣∣(Λu)(v)

∣∣ ≲ ∥w∥L1∥u∥p+q−1
E ∥v∥E

that shows that Λ is a well-defined map from E into E ′.
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We check the weak-to-weak continuity of Λ. Let (un) converge weakly to
u in E . Let v ∈ E . We have∣∣(Λun)(v) − (Λu)(v)

∣∣
⩽

∣∣∣∣∫
T2

(
w ⋆ |un|p

)
|un|q−2unv −

∫
T2

(
w ⋆ |u|p

)
|un|q−2unv

∣∣∣∣
+

∣∣∣∣∫
T2

(
w ⋆ |u|p

)
|un|q−2unv −

∫
T2

(
w ⋆ |u|p

)
|u|q−2uv

∣∣∣∣
⩽

∣∣∣∣∫
T2

(
w ⋆

(
|un|p − |u|p

))
|un|q−2unv

∣∣∣∣
+

∣∣∣∣∫
T2

(
w ⋆ |u|p

)(
|un|q−2un − |u|q−2u

)
v

∣∣∣∣
One can use once again the compact embedding of E into Lr(T2) for some
appropriate choice of α < 1 and the weak convergence of un to u to get the
convergence of |un|p to |u|p in L2(T2) and the convergence of |un|q−2un to
|u|q−2u in L2q/(q−1)(T2). We therefore have∣∣(Λun)(v) − (Λu)(v)

∣∣ ≲ ∥v∥L2q

∥∥|un|p − |u|p
∥∥

L2∥un∥q−1
L2q

+ ∥v∥L2q ∥|u|p∥L2
∥∥|un|q−2un − |u|q−2u

∥∥
L2q/(q−1)

with an implicit multiplicative constant depending on ∥w∥L1 . The upper
bound vanishes as n goes to ∞, which shows the weak-to-weak continuity.
It follows in particular from the previous estimates that∣∣(Λun)(un) − (Λu)(u)

∣∣
⩽ ∥w∥L1

∥∥|un|p − |u|p
∥∥

L2∥|un|q∥L2 + ∥w∥L1∥|u|p∥L2
∥∥|un|q − |u|q

∥∥
L2

goes to 0 as n goes to ∞. All this proves that the function Λ is regular.
Remark at last that since the interaction kernel w is non-positive the function
φ(u) + (Λu)u is coercive. We are thus in the setting of Theorem 4.1, from
which we get our conclusion. □

We note from the fact that Λ takes its values in E ′ that we could try
and use a fixed point strategy to get a solution of equation (4.1), as in
Proposition 2.1 or the comment following it. Assuming a ∈ L2(T2) and
using Cameron–Martin theorem gives the existence of a random constant c
such that equation (4.1) has almost surely a solution. In any case this would
require that we assume either that a is small enough in L∞(T2) or sufficiently
integrable, and that w is small enough in L1(T2). The use of Theorem 4.1
bypasses this kind of constraints. It is straightforward to adapt the proof of
Theorem 4.2 to the more general case of the equation

(−Hc + a)u =
(
w ⋆ f(u)

)
g(u),
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for nonlinearities f : R → R and g : R → R that are uniformly continuous
and such that

∣∣f(z)
∣∣ ≲ 1 + |z|p and

∣∣g(z)
∣∣ ≲ 1 + |z|q−1. So the existence

result of Theorem 4.2 holds in that setting.
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