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Asymptotics for minimizers of the Ginzburg–Landau
energy with optimal regularity of the boundary data

and applications (∗)

Paul Laurain (1) and Romain Petrides (2)

ABSTRACT. — We perform the classical asymptotic analysis for the Ginzburg–
Landau energy which originates from the celebrated paper by Bethuel, Brezis, Hélein
for nonsmooth boundary data. More precisely, we give optimal regularity assump-
tions on the boundary curve of planar domains and Dirichlet boundary data on
them. When the Dirichlet boundary data is the tangent vector field of the bound-
ary curve, our framework allows us to define a natural energy minimizing frame for
simply connected domains enclosing Weil–Petersson curves.

RÉSUMÉ. — Nous effectuons l’analyse asymptotique classique pour l’énergie de
Ginzburg–Landau provenant du célèbre papier de Bethuel, Brezis, Hélein pour des
données non lisses au bord. Plus précisément, nous donnons des hypothèses optimales
de régularité sur la courbe qui borde le domaine plan et sur la condition de Dirichlet.
Quand la donnée de Dirichlet est le champ de vecteur unitaire tangent de la courbe
du bord, notre travail permet de définir un repère mobile d’énergie minimale sur les
domaines simplement connexes bordés par une courbe Weil–Petersson.

1. Introduction

The so-called simplified Ginzburg–Landau functional on a domain Ω

Eε (u) = 1
2

∫
Ω

|∇u|2 + 1
4ε2

∫
Ω

(
1 − |u|2

)2
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and all its variations were intensively studied after the celebrated paper by
Bethuel, Brezis, Hélein (BBH) [1], since energies of this type are useful to
study phase transition problems. From this seminal work, a lot of attention
has been given to the behavior of the critical points: see e.g. Pacard and
Rivière [30], Sandier and Serfaty [38], Farina and Mironescu [12], Millot and
Pisante [26], Ignat, Nguyen, Slastikov and Zarnescu [19] and the references
therein.

One other well known usefulness of this energy is to build kinds of “Dirich-
let energy minimizing” maps with singularities adapted to the strong topo-
logical constraints given by some geometrical problems. This is our central
motivation. For instance, we cannot find any smooth nor H1 unit vector field
extensions with finite energy of maps ∂Ω → S1 of any topological degree.
Therefore, we have to relax the constraint on the set of admissible vector
fields in the variational problem. Vector fields do not necessary have unit
norm anymore, but as a compensation, we add a term to the energy which
drastically penalizes vector fields that do not have unit norm as ε → 0.
Classical works by [1, 41], prove the convergence as ε → 0 of minimizers of
Eε to harmonic maps with singularities that are minimizers of the so-called
renormalized energy. In the same spirit, studying the Allen–Cahn equation
is a valuable technique to build new minimal surfaces, see [11, 15].

In the current paper, we aim at weakening the known regularity assump-
tions on the boundary data for the asymptotic analysis as ε → 0 for minimiz-
ers of the Ginzburg–Landau energy Eε on simply connected domains Ω and
u : Ω → R2 satisfying a Dirichlet boundary condition u = g on Γ := ∂Ω for
some functions g : Γ → S1 with a prescribed degree. Not only the weakenings
hold for the regularity of the boundary data g but also for the regularity of
the domain Ω. Thanks to Jerrad and Sandier, see [20, 36, 37], energy es-
timates on the Ginzburg–Landau energy allow H

1
2 boundary data but to

our knowledge, the classical BBH asymptotic analysis which originates from
the paper [1] has never been completely done with domains Ω with lower
regularity than Lipschitz.

Before stating our result, we would like to give some motivations for these
weakenings of assumptions. One by-product of the BBH analysis is to pro-
duce u∗ : Ω → S1 which is harmonic with u∗ = g on the boundary (of course
u∗ is singular if deg(g) ̸= 0). In the special case g = τ being the tangent unit
vector field of the boundary, one can easily produce a family of such harmonic
maps by considering a uniformization of the domain. Indeed, see Proposi-
tion 5.5, if fa : D → Ω is a biholomorphic map such that f(0) = a ∈ Ω,
then ua = ∂θf

|∂θf | is a desired harmonic map. As we show in Theorem 1.3,
using the BBH renormalized energy, u∗ is the one that maximizes |f ′

a(0)|.
More precisely, the expression of the renormalized energy associated to a
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uniformization f has the form∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 + 2π ln|f ′(0)|,

which is closely related to the Loewner energy of the boundary curve, see
Section 2 for more details. Hence our goal is to make the BBH asymptotic
analysis for domains whose boundary curves have the minimal regularity
that makes this energy finite. Those curves are known as Weil–Petersson
curves: they are chord-arc curves whose unit tangent vector field lies in H

1
2

(see Theorem-Definition 3.5 due to Bishop). More details, on the geometric
motivations of our result are given in Section 2.

Weil–Petersson curves are not necessarily C1 curves because there are
non-continuous H 1

2 functions. However, contrary to Lipschitz curves they
cannot have corners see [35, Section 2.1]. Nevertheless, it is important to
remark that they a priori not bound Lipschitz domain, since the slow log-
spiral, t 7→ tei log(log(1/t)), is a Weil–Petersson curve.

Figure 1.1. A domain with slow log-spiral

Let’s schematize all the regularity assumptions on the Jordan curve Γ
which borders Ω we mention in the paper (definitions are given in Section 3):

Weil–Petersson curves
⊊ ⊊

C1 curves
Chord-arc
curves ⊊ Quasicircles

⊊ ⊊
Lipschitz curves

Coming back to the analysis, we first state an optimal result for the
weakest regularity of Ω such that the classical definition of H 1

2 (Γ) makes
sense:
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Theorem 1.1. — Let Ω be a domain such that Γ := ∂Ω is a chord-arc
curve and g ∈ H

1
2 (Γ, S1) with deg(g) = 1, then there is uε ∈ H1(Ω) which

minimizes, Eε on the admissible set

A =
{
u ∈ H1 (Ω,R2) ;u = g a.e. on Γ

}
.

Moreover, for any sequence εk → 0, there are a subsequence εkl
→ 0, a ∈ Ω

and u⋆ ∈ C∞(Ω \ {a}, S1) ∩H1
loc(Ω \ {a}) such that

(i) u⋆ is a harmonic map,
(ii) u⋆ = g on ∂Ω,
(iii) deg((u⋆)|∂B(a,ρ)) = 1 for ρ > 0 small enough,
(iv) uεkl

→ u⋆ in C∞
loc(Ω \ {a}) as l → +∞,

(v) uεkl
→ u⋆ in H1

loc(Ω \ {a}) as l → +∞,
(vi) |uεkl

| → 1 in L∞
loc(Ω \ {a}) as l → +∞.

This theorem can be easily generalized to the case deg(g) ∈ Z∗, since
once the difficulty due to the weak regularity of the data at the boundary
is overcome for one bad disk, then it is overcome for all. Hence, [2, Theo-
rems VI.1 and VI.2] hold true in our setting. In the case deg(g) = 0, it is even
easier, since we do not need to remove any singularity and Section 4.4 is not
necessary. The energy estimates on the Ginzburg–Landau energy given by
Jerrad and Sandier allow H

1
2 boundary data and Lipschitz domains, as done

in [27]. For C1 domains with H
1
2 data at the boundary, the case deg(g) = 0

was simply solved in [12]. Notice that not only Theorem 1.1 extends the
known results to much lower regularity but we also use and extend the nat-
ural and simple techniques due to the originated paper by BBH.

The assumptions of this theorem are optimal in the sense that the pres-
ence of the Dirichlet energy requires the H

1
2 condition on g, and H

1
2 (Γ)

only makes sense if Γ is a chord-arc curve. However, in the proof we only
use that the pullback of g by a uniformization of the domain belongs to
H

1
2 (S1,S1). Hence, taking this as a definition of H 1

2 (Γ,S1) and defining
A = {v ◦ f−1} + H1

0 (Ω,R2), where v is the harmonic extension of g ◦ f for
some uniformization f : D → Ω, we can even weaken the regularity of the
boundary.

Theorem 1.2. — Let Ω be a quasidisk and g ∈ H
1
2 (Γ,S1) in the sense

of Definition 3.8, then the conclusion of Theorem 1.1 holds.

Indeed, one main idea to handle the low regularity of Ω is to pull back all
the problem on the unit disk D thanks to one uniformization map f : D → Ω.
The unit disk is then a pleasant smooth domain, but we have to pay one
price : the pullback functions ũ = u ◦ f for u ∈ A now belong to the H1
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space associated to the Riemannian metric |f ′(z)|2(dx2 + dy2) which is the
weighted space of functions having the following norm finite:

∥u∥2
H1(Ω) = ∥ũ∥2

H1(D,|f ′|2) :=
∫
D
ũ2|f ′(z)|2dz +

∫
D
|∇ũ|2dz .

If Ω is a smooth domain, the weight |f ′(z)|2 satisfies a Harnack inequality
up to the boundary, but if Ω has low regularity, |f ′(z)|2 may go to +∞ or 0
as |z| → 1 so that the geometry might be wildly different to the Euclidean
one close to the boundary. In our setting, we assume that Ω is a quasidisk.
It is a sufficient regularity for the domain in order to make the behavior of
|f ′(z)|2 close to the boundary good enough to perform a BBH analysis on
sequences of minimizers uε. One reason is because the shape of disks Dr(x)
centered in x ∈ Ω is not too deformed after the pullback by f , even when
x is close to Γ. This is because uniformization maps of quasidisks can be
extended to quasiconformal maps on C.

For instance, one striking and fundamental lemma in the classical
Ginzburg–Landau analysis is the uniform bound of ε|∇uε| (see [1, Step B.1])
on Ω. It is primordial to control the behavior of bad disks (small disks cen-
tered on points x such that |uε(x)| ⩽ 1

2 ). Indeed, this estimate leads to
the η-compactness (there is a quantum of energy around points such that
|uε| ⩽ 1

2 ), see [33, Lemma 24]. Classically, this estimate is a consequence of
the elliptic equation satisfied by uε as a critical point of Eε:

−∆uε = 1
ε2

(
1 − |uε|2

)
uε in Ω .

The argument relies on the bound ∥uε∥∞ ⩽ 1 coming from a maximum
principle argument and then on a rescaling argument on the equation. How-
ever, with low regularity on Ω, we cannot perform any maximum principle
argument nor any rescaling argument close to the boundary. We first need
to assume that uε is a minimizer of the energy in order to have the uniform
bound ∥uε∥∞ ⩽ 1, and then, a rescaling argument only allows that ε|∇uε(x)|
is uniformly bounded on a set of points x ∈ Ω such that d(x,∂Ω)

ε is uniformly
lower bounded. The main novelty of our paper (see Proposition 4.4) is that
there is η0 > 0 such that for the points xε ∈ Ω satisfying d(xε, ∂Ω) ⩽ η0ε, we
have |uε(xε)| ⩾ 1

2 . We crucially use the quasidisk assumption here. Thanks
to this proposition, the classical “bad disks” cannot intersect the boundary
of Ω and the classical steps of the BBH asymptotic analysis can be managed.

Notice that Theorem 1.1 is only stated for simply connected domains and
in Theorem 1.3 below, we give a link between the harmonic map u∗ and the
uniformization of domains. However, our analysis provides all the tools for
domains Ω such that ∂Ω is a disjoint union of chord-arc closed curves, and
H

1
2 data of any degree on these closed curves. Then it would be interesting
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to give new constructions of uniformizations in the spirit of [21, 46], see
also [29].

As already remarked, a uniformization f : D → Ω defined a harmonic
map. Here we give a more precise description in terms of Coulomb frame.
We set p = f(0) and we let

u = fθ
|fθ|

◦ f−1 and v = fr
|fr|

◦ f−1

the pushforward in Ω of the normalized angular and radial derivatives of f .
Let ω = ⟨du, v⟩ the Cartan form associated to (v, u). We prove in Proposi-
tion 5.5 that this frame is Coulomb and that

⋆ω = d(µ+Gp) in Ω ,

where Gp is the Dirichlet Green function with respect to p and that∣∣∣∣f ′′

f ′

∣∣∣∣2 = |∇(µ ◦ f)|2 in D and then
∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 dz =
∫

Ω
|∇µ|2dz .

By definition, the last integral is finite if the boundary curve is Weil–
Petersson. As briefly explained above, looking at the case g = τ , where
τ is the tangent vector field on Γ such that the frame (ν, τ) is a direct
frame, where ν is the out-pointing normal of the bounded simply connected
domain Ω, the limit u∗ in Theorem 1.1 satisfies the following result, proved
in Section 5.3:

Theorem 1.3. — We assume that Γ := ∂Ω is a Weil–Petersson curve.
Let u∗ : Ω → S1 be given by Theorem 1.1 with Dirichlet condition u∗ = τ
on Γ. Then u∗ = ua is the pushforward on Ω of normalized angular derivative
of uniformization maps fa such that fa(0) = a, where a is the singularity
of u∗. Moreover, the uniformization maps fa such that fa(0) = a maximize
|f ′(0)| among all the uniformization maps f .

From this theorem, we deduced that the renormalized energy of frames
in a sense inspired by the BBH renormalized energy is closely related to the
Loewner energy of the domain, see [44] for a detailed presentation about the
Loewner Energy. However, in some sense, only a half part of the Loewner en-
ergy appears in our construction since the frame is only defined on Ω. There-
fore, in [25], Michelat and Wang give some reinterpretation of the Loewner
energy of a domain in terms of this new frame energy setting. Their work is
complementary to ours.

We also believe that our techniques are perfectly adapted to the analysis
of the Ginzburg–Landau functional on surfaces. Some very interesting works
are already given on closed immersed surfaces (see [18]). In fact, the present
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article, with the one of [25], are the first stones to define a renormalized frame
energy in the case of surfaces with boundary but also with low regularity,
ideally some weak immersion with boundary as the one defined by Rivière
for closed surface, see [34].

Acknowledgements

This paper is part of a common project between Alexis Michelat and
Yilin Wang and the two authors of the current paper, on the links between
the Loewner energy and the Willmore energy. We would like to thank both
of them for all the fruitfull discussions on the topic; more precisely, Yilin for
her explanation of the Loewner Energy and Bishop’s work, and Alexis for
our conversations about Ginzburg–Landau (especially, Section 4.4 owes him
a lot).

2. Motivations

By an idea coming from Chern [10] (see also [16, Section 5.4]), using
moving frames in the Cartan formalism is more flexible in order to build
conformal coordinates. This point of view is particularly interesting in higher
dimension, where we can replace the absence of conformal coordinates by the
existence of Coulomb frames. We briefly remind why searching an optimal
frame gives rise to conformal coordinates in dimension 2. The main idea
consists in building a Coulomb frame in a neighborhood U of a point on a
surface Σ, i.e. an orthonormal family e⃗1, e⃗2 ∈ Γ(TU) such that

d ∗ (⟨e⃗1,de⃗2⟩) = 0. (2.1)
This could be done by minimizing the Dirichlet energy of the frame, assuming
that locally the total curvature is small enough. Then we deduce from (2.1)
that there is λ ∈ C∞(U) such that[

eλe⃗1, e
λe⃗2
]

= 0. (2.2)
We obtain the desired conformal coordinates after integration.

It is important to note that a priori, this construction is purely local for
two reasons. The first one is that if Σ has some topology then the space of
frames can be empty. The second is that to get some control on the frame
we need that the total curvature does not exceed a certain level (see [16, 39]
for more details). Of course, on planar domains, there are no such problem.
In this case, the minimizing Coulomb frame is given by the trivial frame but
it doesn’t see any geometry of the domain. However, since the boundary has
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a natural frame given by a tangent and a normal unit vector field, it seems
interesting to consider it as Dirichlet boundary data for the Coulomb frame.

Let us consider a simply connected domain Ω. A tangent unit vector field
of Γ := ∂Ω can be seen as a map from Γ to S1 of degree one. Then, it does
not have any regular extension in Ω which still takes values into S1. Anyway,
if we are able to construct a (singular) Coulomb frame with the tangent
and exterior normal unit vector fields as Dirichlet boundary data, then by
integrating it, we find a conformal map from the disk to our domain, which
is nothing but a uniformization of the domain.

fa

Figure 2.1. A generic uniformization

fa0

v
u

Figure 2.2. The uniformization given by the “minimizing” frame

From this remark, we observe in Proposition 5.5 that one natural global
moving frame (v, u) is defined by the pushforward of the orthonormal polar
coordinates on the disk by a uniformization map f : D → Ω defined by

u = fθ
|fθ|

◦ f−1 and v = fr
|fr|

◦ f−1, (2.3)

where fθ and fr denotes respectively the angular and radial derivatives of
f . As expected, this frame has a singularity, located at f(0). Note that for
any choice of a ∈ Ω, we can associate such a frame having the singularity
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a: it suffices to choose a uniformization f : D → Ω such that f(0) = a by
transitivity of the Mobius group in the disk. This uniformization is unique
up to a rotation in the disk. The advantage of the frame approach is that
since the frame is built by minimization then it should give a “best” Coulomb
frame and hence a “best” uniformization.

Nevertheless, as already pointed above, the space of smooth (even H1)
frames is empty by some degree obstruction. The problem of finding har-
monic extensions of vector fields despite some topological obstruction is ex-
actly the goal of the BBH analysis. Thanks to their seminal work, we know
that on a smooth simply connected domain Ω there exists u ∈ C∞(Ω \ {a0})
such that u is tangent to the boundary and (−iu, u) is a coulomb frame.
Moreover a0 minimizes the renormalized energy

W (a) = lim
δ→ 0

(∫
Ω\Dδ(a)

|∇w|2 − 2π ln 1
δ

)
,

where w is the canonical harmonic vector field (see [2, Chapter I] for details)
matching with u on the boundary and having its singularity at a. Hence
among all the uniformizations, the “best” one is the one such that f(0) = a0.
In fact, a0 is not necessary unique, but it is unique if the domain is not far
from a disk, see [8] for the convex case. Since we can conversely associate
a harmonic vector field to some uniformization, thanks to (2.3), we can
associate the following energy to each uniformization, see (5.20),

W (f) =
∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 + 2π ln|f ′(0)|. (2.4)

Then remarking that ∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 + 4π ln|f ′(0)|

is independent of the uniformization, the “best” one can be defined as the one
that maximizes |f ′(0)|. Of course, our method is not the first to determine the
“best” conformal representation of a simply connected domain. For instance,
in [13, Section 4.2], Flucher looks for an optimal conformal rearrangement by
studying the Robin function of the domain. His motivation was the study of
extremal functions for the Moser–Trudinger inequality. To our knowledge, it
is the first time that the point of view of optimal frames is adopted, especially
for domains with very low regularity.

In our construction of a “best” uniformization presented above, we used
the classical BBH analysis which is only valid for smooth domains. Having
a careful look to the classical proofs, it seems that the regularity of the
boundary can be reduced to C2 but not much less since those proofs make
use of the Pohozaev identity which requires a control on the derivative of
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the boundary data, that is to say here the derivative of the tangent unit
vector field.

Hence, our main motivation is to be able to have the existence of the limit
u⋆ for the minimizers of the Ginzburg–Landau functional as soon as (2.4)
makes sense. In fact (2.4) is very similar to the Loewner energy of a Jordan
curve Γ, given by

EL(Γ) = 1
π

(∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 +
∫
D

∣∣∣∣g′′

g′

∣∣∣∣2 + 4π ln
∣∣∣∣ f ′(0)
g′(∞)

∣∣∣∣
)
,

where f : D → Ω, g : Dc → Ωc are two uniformization with ∂Ω = Γ. It
is well-known that the class of domains to consider is the one enclosed by
a Weil–Petersson curve (see next section for definition). Those curves are
curves whose tangent unit vector field belongs to H 1

2 .

Finally, to get the most general result for the asymptotic analysis of the
Ginzburg–Landau energy, we decouple the regularity of the boundary ∂Ω
and the regularity of the boundary data g and we are able to prove the
existence of a limit u∗ as soon as the boundary is chord-arc (not necessarily
Weil–Petersson) and the boundary data H 1

2 in a classical sense. Moreover,
giving a natural sense to the notion of H 1

2 maps for quasicircles (see next
section), we are able to assume only that the boundary is a quasicircle.
It is clear that this result is optimal, since the H 1

2 assumption cannot be
weakened due to the presence of the Dirichlet energy, and Weil–Petersson
curves are quasicircles. We then give the existence of a best uniformization
in this weak setting.

To conclude, we want to notice that the uniformization was not exactly
our first motivation. As explained in the introduction, this work has started
by some discussions with Michelat and Wang on the way to rely quanti-
tatively the Willmore energy to the Loewner Energy. To that purpose, we
realized that we need the existence of a limit u∗ for the minimizers of the
Ginzburg–Landau energy on a surface with a Weil–Petersson boundary. The
present paper is then devoted to the case of a planar domains. It is interesting
in itself since we have some purely BBH-type result with optimal regular-
ity and a nice application to the problem of finding a best uniformization.
From their side, Michelat and Wang have established some clear link of the
frame approach and the Loewner-Energy. Indeed, they prove the existence
of a consistent generalization of the frame energy (2.4) on Ω to a new frame
energy defined on frames (v1, u1) and (v2, u2) defined on both sides of the
curve Γ viewed on the sphere by stereographic projection, denoted here by
Wv,u(Γ) (see [25] for a precise definition of this frame energy):
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Theorem 2.1 (Michelat, Wang [25, Theorem A]). — Let Γ ⊂ S2 be a
Weil–Petersson curve. Let Ω1,Ω2 be the two connected components of Ω \ Γ.
For p1 ∈ Ω1 and p2 ∈ Ω2, there are harmonic frames (v1, u1) : Ω1 \ {p1} →
UΩ1 and (v2, u2) : Ω2 \ {p2} → UΩ2 such that for conformal maps f1 : D →
Ω1 and f2 : D → Ω2 such that f1(0) = p1 and f2(0) = p2, then

EL(Γ) = 1
π
Wv,u(Γ) + 2 ln|∇f1(0)| + 2 ln|∇f2(0)| − 12 ln(2),

where Wv,u(Γ) is the renormalized energy of the frames (v1, u1) and (v2, u2).

3. Notations and definitions

• D denotes the open unit disk of the complex plane C identified
with R2.

• Dr = rD and Dr(x) the open disk centered at x with radius r.
• Sr = ∂Dr
• Ar1,r2 = Dr2 \ Dr1

• Ac is the complement of a given set A.

We remind some definition about quasiconformal maps, see [17] for more
details.

Theorem-Definition 3.1 (quasiconformal maps). — Let U, V two
open sets of C and K ⩾ 1. A mapping f : U → V is K-quasiconformal
if it is a homeomorphism and

(i) f ∈ H1
loc(U),

(ii)
∣∣∂f
∂z

∣∣ ⩽ K−1
K+1

∣∣∂f
∂z

∣∣ almost everywhere.

It is equivalent to be L-quasisymmetric of modulus η that is to say, there
exists η : R+ → R+ a homeomorphism (depending only on K) such that for
any three distinct points x, y, z ∈ U we have∣∣∣∣f(x) − f(y)

f(x) − f(z)

∣∣∣∣ ⩽ η

(∣∣∣∣x− y

x− z

∣∣∣∣) .
Definition 3.2 (quasidisk, quasicircle). — A quasidisk is the image of

D by a quasiconformal map from C into itself. A quasicircle is the boundary
of a quasidisk.

Quasicircle can be very rough since it can even be a Julia set. Neverthe-
less, it can’t be any Jordan curves since the cross-ratio must be bounded as
shown by the following proposition
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Proposition 3.3. — A Jordan curve Γ ⊂ C containing 1 is a quasicircle
if and only if there exists a constant C such that for any z1, z2, z3 ∈ Γ that
appears in that order(1) on Γ, we have

|z1 − z2| ⩽ C|z1 − z3|. (3.1)

We will make a central use of the following theorem which permits to
extend uniformization of quasidisks to quasiconformal maps from C into
itself.

Theorem 3.4. — Any uniformization map from D to a quasidisk admits
a K-quasiconformal extension from C to itself.

Now we are restricting our attention to a special class of quasicircles, the
class of Weil–Petersson curves. Recently Bishop, see [5], gives no less than
26 equivalent definitions for Weil–Petersson curves. The most adapted one
to our setting is the following, which makes him said that “roughly speaking,
Weil–Petersson curves are to L2 as quasicircles are to L∞”.

Theorem-Definition 3.5 (Definition 1 of [5]). — A Jordan curve Γ
enclosing a domain Ω is Weil–Petersson if it is a quasicircle and it admits
a uniformization map f : D → Ω such that∫

D

∣∣∣∣f ′′

f ′

∣∣∣∣2 dz < ∞.

In particular it is rectifiable and a chord-arc curve, i.e. there exists C such
that for any subarc γ ⊂ Γ, we have

l(γ) ⩽ C|x− y|,

where x, y are the end points of γ.

Definition 3.6 (H 1
2 maps for chord-arc curves). — Let n ⩾ 1 and Γ be

a chord-arc curves, in particular rectifiable. If g : Γ → Rn satisfies∫
Γ

∫
Γ

∣∣∣∣g(x) − g(y)
|x− y|

∣∣∣∣2 dµ(x) dµ(y) < ∞,

where µ is the measure of Γ, we say that g ∈ H
1
2 (Γ,Rn) and we denote

∥g∥
H

1
2 (Γ)

the left-hand side of the previous inequality. In particular,

g ∈ H
1
2
(
Γ,S1) if g ∈ H

1
2
(
Γ,R2) and g(x) ∈ S1

for a.e. x ∈ Γ.

(1) Which makes sense since 1 ∈ Γ.
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In the previous definition we could have only assumed that Γ is rectifiable,
but we will need the following important proposition. It is due to Bishop,
see [5, p. 16], and it relies on the fact that quasisymmetric maps preserve
the H 1

2 -norm by Ahlfors and Beurling, see [3, p. 129].

Theorem 3.7. — Let Γ be a chord-arc curve enclosing a domain Ω and
f : D → Ω be a uniformization, then there exists C > 0 depending only on
Γ, such that for every g ∈ H

1
2 (Γ,Rn) we have

1
C

∥g∥
H

1
2 (Γ)

⩽ ∥g ◦ f∥
H

1
2 (S1)

⩽ C∥g∥
H

1
2 (Γ)

.

This theorem leads us to the following definition of H 1
2 (Γ,S1) maps

Definition 3.8 (H 1
2 (Γ,S1) maps). — Let Γ be a quasicircle enclosing

a domain Ω, and f : D → Ω a uniformization. We say that g : Γ → S1 is in
H

1
2 (Γ,S1) if g ◦ f ∈ H

1
2 (S1,S1) and we set ∥g∥

H
1
2 (Γ)

= ∥g ◦ f∥
H

1
2 (S1)

.

Notice that there are subtleties with this definition. Indeed, let v be the
harmonic extension of g◦f ∈ H

1
2 (S1,S1). Then, knowing both v ∈ H1(D,R2)

and v ◦ f−1 ∈ H1(Ω,R2) makes our definition consistent. We explain why in
the Appendix B.

Now we define the degree of a weak maps, see [7] and the appendix of [28].

Theorem 3.9. — Let g ∈ H
1
2 (S1,S1), then there exists an integer n

and ϕ ∈ H
1
2 (S1,R), unique up to a multiple of 2π, such that g = zneiϕ.

The integer n is called the degree of g, and is denoted deg(g), moreover we
have(2)

deg(g) = 1
2π

∫
S1
g ∧ gθ dθ. (3.2)

Thanks to Theorem 3.7, we have

Theorem-Definition 3.10. — For Γ a chord-arc curve and g ∈
H

1
2 (Γ,S1), we define deg(g,Γ) = deg(g ◦ f), where f is any uniformization

map of the enclosing domain of Γ.

In particular, see [7, Property 5 and Corollary 8], we have

Theorem 3.11. — Let Ω a domain whose boundary consists of a finite
number of quasicircle (Γi)ki=1, then if u ∈ H1(Ω,S1) then

k∑
i=1

deg(u|Γi
) = 0.

(2) This formula is well defined since g ∈ H
1
2 and gθ ∈ H− 1

2 .

– 1263 –



Paul Laurain and Romain Petrides

In particular, for a ∈ Ω and u ∈ H1(Ω \ {a},S1), we set deg(u, a) =
deg(u|∂B(a,r)) for r > 0 small enough.

4. Proof of Theorem 1.1

4.1. Upper and lower log estimates for the energy

Let uϵ ∈ A be such that Eε(uε) = infu∈ A Eε(u). Such a minimizer exists
because the functional Eε is coercive. Since uε comes from a minimization
problem, by a test function argument, we have the following upper bound
on the energy, see [2, Theorem III.1]. There exists D0 > 0 such that, for any
ε > 0,

Eε(uε) ⩽ π|ln ε| +D0. (4.1)

Then we want to prove the following key estimate,
1

4ε2

∫
Ω

(
1 − |uε|2

)2 dx ⩽ C (4.2)

for some constant C independent from ε, depending only on Ω and g.

In their seminal work Bethuel, Brezis and Hélein proved this estimate
using a Pohožaev identity, but in our case since the boundary data is only
H

1
2 we can’t apply this idea.

Our argument, inspired from [31], is based on an extension of the sequence
of minimizers uε : Ω → R2 to some bigger smooth domain Ω′ ⊃ Ω whose
boundary data is smooth on ∂Ω′.

Lemma 4.1 (Extension lemma). — Let Ω a domain with a quasicircle
as boundary and g ∈ H

1
2 (∂Ω,S1) there is a smooth simply connected domain

Ω′ such that Ω ⊂ Ω′ and a function û : Ω′ \ Ω → R2 such that

• û = g on ∂Ω,
• û ∈ C∞(Ω′ \ Ω),
• û ∈ H1(Ω′ \ Ω) and whose energy depends only on Ω and ∥g∥

H
1
2

,
• |û| = 1 on Ω′ \ Ω,
• deg(û|∂Ω′) = deg(g).

Proof. — Let h : Dc → Ωc be a uniformization map, since Ω is a qua-
sidisk, thanks to Theorem 3.4, h admits a quasiconformal extension from C
to itself, we still denote h. We set g̃ : S1 → S1 by g̃ = g ◦ h, by conformal
invariance, see Theorem 3.7, g̃ is in H 1

2 (S1,S1). Let ũ ∈ H1(Dc)∩C∞(Dc,D)
be the harmonic extension of g̃, finally we set v = ũ ◦ h−1. Since h and ũ
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are smooth outside Dc then v is smooth on Ωc. Since h is conformal on Dc,
the energy of v is bounded and depends only on ∥g̃∥

H
1
2

, i.e. on Ω and g by
Theorem 3.7. Finally, thanks to Lemma A.2, there exists δ > 0 such that
3
4 ⩽ |ũ| ⩽ 5

4 on D1+δ \ D. Then û = v
|v| satisfies the desired properties on

Ω′ = g(D1+δ) since it has the same properties as v and the last property is
given by Theorem 3.11. □

Then, thanks to Lemma 4.1, the function ûε : Ω′ → R2 defined as an
extension of uε such that

ûε = uε in Ω and ûε = û in Ω′ \ Ω

can be used as a test function for the classical Ginzburg–Landau problem
on the smooth domain Ω′, minimizing the energy

EΩ′

ε (v) = 1
2

∫
Ω′

|∇v|2 + 1
4ε2

∫
Ω′

(
1 − |v|2

)2

on the set of admissible functions AΩ′ = {v ∈ W 1,2(Ω′); v = û on ∂Ω′}. We
recall that û is a smooth function on ∂Ω′. Since

E2ε(uε) = EΩ′

2ε (ûε) − 1
2

∫
Ω′\Ω

|∇û|2 ⩾ inf
v ∈ AΩ′

EΩ′

2ε (v) − 1
2

∫
Ω′\Ω

|∇û|2

and by the classical lower bound on the energy, see estimate [31, (1.9)], we
finaly get

E2ε(uε) ⩾ π|ln ε| −D1 (4.3)
for some constant D1 depending only on Ω and τ .

Now, using (4.1) and (4.3) we obtain
1

4ε2

∫
Ω

(
1 − |uε|2

)2 = 4
3
(
Eε(uε) − E2ε(uε)

)
⩽

4
3 (D0 +D1) .

Setting C = 4
3 (D0 +D1) ends the proof of (4.2).

4.2. A priori estimates for sequences of minimizers

In this section we prove two fundamental estimate, the first one, Proposi-
tion 4.4, asserts that uε can’t be too small near the boundary, and the second
one, Proposition 4.7, is known as η-compactness. Their proof does not re-
quire that uε is a minimizer but they only need as assumption the uniform
boundness of uε. This boundness is an easy consequence of the maximum
principle in the smooth case, but in our weak setting we are not able to prove
it without assuming that the uε is a minimizer. Which leads us to ask the
following question:
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Open question. — Are there sequences of critical point of Eε with fixed
boundary data in H

1
2 (∂Ω,S1) which are not uniformly bounded?

Any critical point uε of Eε satisfies the Euler–Lagrange equation{
−∆uε = 1

ε2

(
1 − |uε|2

)
uε in Ω

uε =a.e. g on ∂Ω
(4.4)

and we have those very first estimates on uε, which are true as soon as
g ∈ H

1
2 (Γ,S1). In fact in [12] they assume that boundary is Lipschitz but

the argument works as soon as we have a minimizer.
Proposition 4.2 ([12, Lemma 3.2]). — If uε is a minimizer of Eε, then

∥uε∥L∞(Ω) ⩽ 1. (4.5)

Notice that (4.5) is true for any critical solution uε to Eε if Ω is smooth
enough to apply the maximum principle argument, see [1, Proposition 2].
The next proposition is a classical elliptic estimate true independently of
the regularity of Ω.

Proposition 4.3 ([1, Lemma A.1]). — There is a constant C1 > 0 such
that for any ε > 0, and for any x ∈ Ω,

|∇uε|(x) ⩽ C1∥uε∥∞

(
1
ε

+ 1
dist(x, ∂Ω)

)
. (4.6)

In particular, if (4.5) holds, ∥uε∥∞ can be removed.

In the following proposition, we prove that if uε is uniformly bounded
then |uε(x)| has to be far from 0 as soon as x is close to ∂Ω at the scale
ε. This assumption of uniform boundness of uε is satisfied for minimizers
thanks to Proposition 4.2.

Proposition 4.4. — Let uε be solutions of (4.4) which are uniformly
bounded with respect to ε, then there are ε0, η0 > 0 depending only on
supε ∥uε∥∞, Ω and g such that for any 0 < ε ⩽ ε0, for any x ∈ Ω

dist(x, ∂Ω) ⩽ η0ε =⇒ |uε(x)| ⩾ 1
2 . (4.7)

Proof. — First of all, let us remind that thanks to our assumption and
(4.2), there exists C > 0 such that

1
4ε2

∫
Ω

(
1 − |uε|2

)2 dx ⩽ C and ∥uε∥∞ ⩽ C.

We aim at finding η0 and ε0 such that for any 0 < ε ⩽ ε0 such that for
any yε ∈ ∂Ω,

inf
x∈D(yε,η0ε) ∩ Ω

|uε(x)| ⩾ 1
2 . (4.8)
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Let f : D → Ω be a uniformization of Ω. Since Γ = ∂Ω is a quasicircle, there
is a K-quasiconformal extension f : C → C of f , still denoted f . We let
vε = uε ◦ f : D → R2 be the pullback of uε by f . We have by conformal
invariance, and because uε ∈ H

1
2 (Γ) that{

−∆vε = |f ′|2 1−|vε|2

ε2 vε in D
vε = g ◦ f ∈ H

1
2 (S1) on S1.

Let λ0 > 0 we shall fix later, we set Dε = f−1(Dλ0ε(yε) ∩ Ω). We split
vε = aε + bε + h so that{

−∆aε = 1Dε
|f ′|2 1−|vε|2

ε2 vε in D
aε = 0 on S1{

−∆bε = (1 − 1Dε
) |f ′|2 1−|vε|2

ε2 vε in D
bε = 0 on S1{

−∆h = 0 in D
h = vε = g ◦ f on S1.

Claim 4.5. — For λ0 small enough ∥aε∥∞ ⩽ 1
8 .

By Lemma C.1, we have

∥aε∥L∞ + ∥∇aε∥L2 ⩽ C0

(∥∥∥(1 − |z|2
)2 ∆aε

∥∥∥
L∞

+ ∥∆aε∥L1

)
. (4.9)

We aim at estimating the right-hand terms. By Koebe distortion theorem,
see [32, Corollary 1.4], we have that

dist(f(z), ∂Ω)
1 − |z|2

⩽ |f ′(z)| ⩽ 4dist(f(z), ∂Ω)
1 − |z|2

. (4.10)

In particular, if z ∈ Dε,

|f ′(z)|2
∣∣∣∣1 − |vε(z)|2

ε2

∣∣∣∣ |vε(z)| ⩽ 4C λ2
0

(1 − |z|2)2 . (4.11)

We also have that, by change of variables,∫
Dε

|f ′|2
∣∣∣∣1 − |vε|2

ε2

∣∣∣∣ |vε| dz =
∫
f(Dε)

∣∣∣∣1 − |uε|2

ε2

∣∣∣∣ |uε| dz

⩽

(∫
Ω

(
1 − |uε|2

)2

ε2 dz
) 1

2 (
C

|f(Dε)|
ε2

) 1
2

⩽ 2C
√

2πλ0.

(4.12)
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Combining (4.9), (4.11) and (4.12), we obtain

∥aε∥L∞ + ∥∇aε∥L2 ⩽ C
(

4λ2
0 + 2

√
2πλ0

)
. (4.13)

Choosing λ0 small enough such that C
(
4λ2

0 + 2
√

2πλ0
)
⩽ 1

8 , we obtain that

∥aε∥L∞ ⩽
1
8 . (4.14)

Claim 4.6. — There exists r0 > 0 such that

∥bε∥L∞(f−1(Dr0λ0ε(yε) ∩ Ω)) ⩽
1
8 .

Let

δε =
dist

(
f−1(yε), ∂

(
f−1(Dλ0ε(yε))

))
2 ,

then
Dδε

(
f−1(yε)

)
⊂ f−1(Dλ0ε(yε)

)
(4.15)

We set b̃ε(z) = bε(f−1(yε) + δεz). Then, let Bε = D−f−1(yε)
δε

∩ D, we have
that {

∆b̃ε = 0 in Bε

b̃ε = 0 on ∂Bε ∩ D.
By standard elliptic estimates, since the geometry of Bε is uniformly con-
trolled, there is a constant D > 0 independent from ε > 0 such that∥∥∥∇b̃ε

∥∥∥
L∞
(
Bε ∩ D 1

2

) ⩽ D
∥∥∥b̃ε∥∥∥

L∞(Bε)
. (4.16)

We also know by (4.14), the fact that vε is bounded and that h ∈ D as
harmonic extension of a S1 valued function, that∥∥∥b̃ε∥∥∥

L∞(Bε)
⩽ ∥bε∥L∞

⩽ ∥vε∥L∞ + ∥aε∥L∞ + ∥h∥L∞ ⩽ C + 1
8 + 1 ⩽ C + 2. (4.17)

In particular, since we have that b̃ε = 0 on ∂Bε ∩ D, thanks to (4.16)
and (4.17), there is a radius 0 < ρ0 <

1
2 such that

∥bε∥L∞(D ∩ Dρ0δε (f−1(yε))) =
∥∥∥b̃ε∥∥∥

L∞(Bε ∩ Dρ0)
⩽

1
8 . (4.18)

Finally since f−1 is also quasiconformal, see [17, Corollary 4.5.10], thanks
to Theorem 3.1, for every x ∈ ∂Dλ0ε(yε) and y ∈ Dr0λ0ε(yε) we have

|f−1(y) − f−1(yε)|
|f−1(x) − f−1(yε)|

⩽ η(r0)
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which gives
|f−1(y) − f−1(yε)| ⩽ η(r0)(2η(1)δε).

Since η(r) −−−→
r→0

0, there is a constant r0 > 0, smaller than 1, depending only
on the quasiconformal constant K of f−1, that is to say only on Ω, such that

f−1(Dr0λ0ε(yε) ∩ Ω) ⊂ Dρ0δε

(
f−1(yε)

)
(4.19)

hence (4.18) and (4.19) give that∥∥∥b̃ε∥∥∥
L∞(f−1(Dr0λ0ε(yε) ∩ Ω))

⩽
1
8 , (4.20)

which achieves the proof of Claim 4.6.

Now, we set η0 = r0λ0. To complete the proof it sufficies to proves that
∥h∥L∞(f−1(Dη0ε(yε) ∩ Ω) ⩾ 3

4 . Notice that the H
1
2 (S1) norm of h = vε =

uε ◦ f = g ◦ f is independent of ε, hence the result follows because h is
uniformly proper by Lemma A.2. □

The following proposition is an easy consequence of Proposition 4.3 and
Proposition 4.4.

Proposition 4.7. — Let uε be solutions of (4.4) which are uniformly
bounded with respect to ε, then there are ε0, η0, δ0 > 0 depending only on
supε ∥uε∥∞, Ω and g such that for any 0 < ε ⩽ ε0, for any x ∈ Ω

|uε(x)| ⩽ 1
2 =⇒ 1

4ε2

∫
Dη0ε(x)

(
1 − |uε|2

)2 dx ⩾ δ0. (4.21)

4.3. Weak convergence to u∗

From now to the end of the subsection, we follow the lines of [41, Part 3].
First, the following claim is a very simple consequence of (4.2), Lemma 4.2
and Proposition 4.7.

Claim 4.8. — There are η0 > 0 and J0 ∈ N depending only on Ω, g such
that for any disjoint collection of balls (Dη0ε(xεj))1 ⩽ j⩽ J such that |uε(xεj)| ⩽
1
2 , then J ⩽ J0.

By a classical Vitali’s covering lemma, we can find a family of disjoint
balls (Dη0ε(xεj))1 ⩽ j⩽ Jε such that |uε(xεj)| ⩽ 1

2 for any 1 ⩽ j ⩽ Jε and{
x ∈ Ω; |uε(x)| ⩽ 1

2

}
⊂

⋃
1 ⩽ j⩽ Jε

D5η0ε(xεj).
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By Claim 4.8, Jε ⩽ J0 and for some radius r > 0, we denote by

Ω′
ε,r = Ω′ \

⋃
1 ⩽ j⩽ Jε

Dr(xεj) and Ωε,r = Ω′
ε,r ∩ Ω

where we recall that Ω′ is the extension of Ω given by Lemma 4.1. Ω′
ε,r is

defined for technical reasons since we have the property
⋃

1 ⩽ j⩽ Jε
Dr(xεj) ⊂

Ω′ for r small enough.

Notice that by definition, |uε(x)| ⩾ 1
2 for x ∈ Ωε,r if r ⩾ 5ν0ε and that it

is also true for the extension ûε given by Lemma 4.1 then:

|ûε(x)| ⩾ 1
2 for x ∈ Ω′

ε,r if r ⩾ 5ν0ε.

Let us recall the following general proposition orginally due to Brezis,
Merle and Rivière [6].

Proposition 4.9 ([41, Proposition 3.4] and [42]). — Let 0 < r0 ⩽ r1 ⩽
r2 and C > 0. Then for any v ∈ H1(Ar0,r2) such that 1

2 ⩽ |v| ⩽ 1 a.e. on
Ar0,r1 and such that v has degree d on every circle Sr for r1 ⩽ r ⩽ r2, and
such that

1
r2

1

∫
Ar0,r2

(
1 − |v|2

)2
⩽ C and

∫
Ar0,r2

|∇v|2 ⩽ C|ln r0|,

then for any r1 ⩽ r ⩽ r2,∫
Ar1,r

|∇v|2 ⩾ 2πd2
(

ln
(
r

r1

)
−D

)
−D

where D only depends on C.

The next proposition is a consequence of (4.1), Proposition 4.9 applied
on the extended function ûε on an accurate disjoint union of annuli centered
at points in the set (xεj)1 ⩽ j⩽ Jε

almost filling Ω′
ε,r and the fact that the

degree of ûε is 1 on ∂Ω′.

Proposition 4.10 ([41, Proposition 3.3]). — There are constants δ > 0,
C depending only on Ω and g such that for any ε < r < δ,∫

Ω′
ε,r

|∇uε|2 ⩽ 2π|ln r| + C. (4.22)

Claim 4.11 (Remark that follows [41, Proposition 3.3]). — Let εk → 0
be a sequence, then there is a subsequence εkl

such that (Jεkl
)l∈ N is constant

and such that for any 1 ⩽ j ⩽ J := Jεkl
there is aj ∈ Ω such that xεkl

j → aj
as l → +∞. We denote

S = {aj ; 1 ⩽ j ⩽ J}.
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Moreover there is a ∈ S and u⋆ ∈ H1
loc(Ω \ {a}) ∩ C∞(Ω \ {a}) such that

uεkl
→ u⋆ in C∞

loc(Ω \ S) as l → +∞. Moreover, we have that∫
Ω\Dr(a)

|∇u⋆|2 ⩽ 2π ln
(

1
r

)
+ κ. (4.23)∫

Dr2 (a)\Dr1 (a)
|∇u⋆|2 ⩽ 2π ln

(
r2

r1

)
+ κ′. (4.24)

and that u⋆ is a harmonic map into S1.

Notice that combining Proposition 4.9 and Claim 4.11, a is a degree one
singularity for u⋆ and the other points of S\{a} are degree zero singularities.
In the next subsections, we aim at proving that a ∈ Ω is an interior point,
that S \ {a} = ∅ and that uεkl

→ u⋆ in H1
loc(Ω \ {a}) as l → +∞. These

properties will complete the proof of (i)–(v) of Theorem 1.1. The last point
of Theorem 1.1 is a direct consequence of [12, Proposition 7.1].

4.4. The degree one singularity is an interior point of the domain

We aim at proving that a ∈ Ω. Let us assume by contradiction that
a ∈ ∂Ω and without loss of generality that a = 0.

As in the proof of the convergence of uε, u∗ is extended to a smooth
domain Ω′ thanks to Lemma 4.1. In order to light the notation, we will
denote its extension u∗. Moreover we can also apply Lemma 4.1 to Ωc in
order to get the following claim

Claim 4.12. — Let Γ a quasicircle and g ∈ H
1
2 (Γ,S1) then there ex-

ists a smooth neighborhood Ω′′ of Γ diffeomorphic to an annulus and u0 ∈
H1(Ω′′,S1) such that u0 = g on Γ.

We can assume that Ω′′ \ Ω = Ω′ \ Ω. Let t > 0 small enough such that
Dt ⊂ Ω′′.

We first proof that on St∩Ω′ there is always an arc with angle uniformly
bounded from below.

Claim 4.13. — there exists δ > 0 such that Dt∩Ω′ contains a connected
arc of arc length greater than δt, we denote it A′

t.

Proof. — We choose some orientation on Γ, let a−
t the last point of St∩Γ

before 0 and a+
t the first point of St∩Γ after 0. We denote by Γ− the open arc

of Γ from a+
t to 0. Thanks to (3.1), there is no point of Γ− in B(a+

t ,
t
C ) ∩ Γ.

let A1
t and A2

t the two open connected components of St \ {a−
t , a

+
t }, and let
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∂Ω′

St

Γ = ∂Ω

×a
1
t

×
a2t

×
0

×a−t

×a
+
t

A′t

Figure 4.1. Uniform control on St ∩ Ω′

a1
t (resp. a2

t ) be the closest point to a+
t of Γ− ∩ A1

t (resp. Γ− ∩ A2
t ). By the

previous remark, the distance of those points to a+
t is bigger than t

2C . Hence
there are two open arcs starting at the ait of arc length t

2C which do not
intersect Γ. One of these two arcs is included in Ω′. □

By (3.2) and the fact 0 is a degree one singularity, we have

1 = deg(u∗, 0) = 1
2π

∫
St

u∗ ∧ u∗θ dθ

= 1
2π

∫
A′

t

u∗ ∧ u∗θ dθ + 1
2π

∫
Γ\A′

t

u∗ ∧ u∗θ dθ.

Then, for u0 given by Claim 4.12, we have

1
2π

∣∣∣∣∣
∫
A′

t

u∗ ∧ u∗θ dθ

∣∣∣∣∣ ⩽ 1
2π ∥u0∥2

H
1
2 (St)

⩽ C∥u0∥2
H1(At),

where At = D2t \ D t
2
, and

1
2π

∣∣∣∣∣
∫

Γ\A′
t

u∗ ∧ u∗θ dθ

∣∣∣∣∣ ⩽ 1
2π

∫
Γ\A′

t

|u∗θ| dθ

⩽
1

2π

(∫
Γ\A′

t

|u∗θ|2 dθ
) 1

2 √
(2π − δ)t.

Here we use the fact that the length of A′
t is at least δt. Then, we have

1 − C∥∇u0∥2
L2(At) ⩽

√
(2π − δ)t

2π

(∫
St

|u∗θ|2 dθ
) 1

2

,
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hence by squaring this identity

4π2

(2π − δ)t

(
1 − 2C∥∇u0∥2

L2(At)

)
⩽
∫
St

|u∗θ|2 dθ,

But, thanks to Fubini Theorem, we have∫ r2

r1

∥∇u0∥2
L2(At)

t
dt =

∫ r2

r1

1
t

∫
A r1

2 ,2r2

|∇u0|2111 t
2 ⩽ |x| ⩽ 2t dxdt

=
∫
A r1

2 ,2r2

|∇u0|2
∫ r2

r1

1
t

dtdx

= ln(4)
∫
A r1

2 ,2r2

|∇u0|2 dx.

Finally we get

4π2

(2π − δ) ln
(
r2

r1

)
− C∥∇u0∥

L2
(
A r1

2 ,2r2

) ⩽
∫
Ar1,r2

|∇u∗|2 dx.

But thanks to (4.24), we know that∫
Ar1,r2

|∇u∗|2 dx ⩽ 2π ln
(
r2

r1

)
+ C,

which leads to a contradiction taking r1
r2

small enough.

4.5. Final convergence arguments

Proposition 4.14. — With the notations of Claim 4.11, we have that
uεkl

→ u⋆ in H1
loc(Ω \ {a}) and for any compact set K ⋐ Ω \ {a},

1
4ε2
kl

∫
K

(
1 − |uεkl

|2
)2

−→ 0 as l −→ +∞. (4.25)

Proof. — Let r0 > 0 small enough be such that Dr0(a) ∩ (∂Ω ∪ S) = ∅.
Since uεkl

is bounded in H1(Ω \ Dr0(a)), uεkl
weakly converges to some

function u⋆ ∈ H1(Ω \ Dr0(a)). Moreover, u⋆ is a harmonic map into S1 and
u⋆ satisfies ∫

Ω\Dr0 (a)
|∇u⋆|2 ⩽ lim inf

l→+∞

∫
Ω\Dr0 (a)

|∇uεkl
|2. (4.26)

From now to the end of the proof of the proposition we denote ε := εkl
.
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Let wε be the solution the following minimization problem
1
2

∫
Ω\Dr0 (a)

|∇wε|2 = inf
u∈ Aε

1
2

∫
Ω\Dr0 (a)

|∇u|2

on the admissible set

Aε =
{
u ∈ H1 (Ω \ Dr0(a),S1) ;u = uε

|uε|
on ∂ (Ω \ Dr0(a))

}
.

As explained in Claim 4.12, we can find u0
ε is defined a tubular neighbor-

hood Ω′′ of ∂Ω which is in C∞(Ω′′\,S1) ∩ H1(Ω′′) and such that u0
ε = uε

on ∂Ω. Up to reduce r0, we can assume that D(a, r0) ∩ Ω′′ = ∅. Then we set
ω = Ω \ Ω′′. Let Ψ : [a, b] × S1 → ω \ Dr0(a) be a smooth diffeomorphism
such that Ψ({a} × S1) = ∂ω and Ψ({b} × S1) = S(a, r0). For instance, Ψ
can be build with a uniformization map from an annulus to ω \ Dr0(a). We
set aε = u0

ε ◦ Ψ|{a}×S1 and bε = uε ◦ Ψ|{b}×S1 . Since deg(aε) = deg(bε), there
is a smooth homotopy Hε : [a, b] × S1 → S1 such that Hε(a, .) = aε and
Hε(b, .) = bε and the map

vε :=
{
Hε ◦ Ψ−1 in ω \ Dr0(a)
u0
ε in Ω \ ω

satisfies vε ∈ Aε.

It is clear that since wε → u⋆ in H
1
2 (∂(Ω \ Dr0(a))) as l → +∞, wεkl

converges in H1 (Ω \ Dr0(a)) to some function w⋆ such that w⋆ = u⋆ on
∂(Ω \ Dr0(a)) and solution of

1
2

∫
Ω\Dr0 (a)

|∇w⋆|2 = inf
u∈A⋆

1
2

∫
Ω\Dr0 (a)

|∇u|2

on the admissible set
A⋆ =

{
u ∈ H1 (Ω \ Dr0(a),S1) ;u = u⋆ on ∂ (Ω \ Dr0(a))

}
.

In particular u⋆ ∈ A⋆ and∫
Ω\Dr0 (a)

|∇w⋆|2 ⩽
∫

Ω\Dr0 (a)
|∇u⋆|2. (4.27)

We let fε be the solution of
∆fε = 0 in Ω \ Dr0(a)
fε = 1 on ∂Ω
fε = |uε| on S(a, r0).

Testing the function

hε :=
{
fεwε in Ω \ Dr0(a)
uε in Dr0(a)
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for the Ginzburg–Landau energy, we have that
Eε(uε) ⩽ Eε(hε).

so that since hε = uε in Dr0(a) and |hε| = fε in Ω \ Dr0(a),

1
2

∫
Ω\Dr0 (a)

|∇uε|2 + 1
4ε2

∫
Ω\Dr0 (a)

(
1 − |uε|2

)2

⩽
1
2

∫
Ω\Dr0 (a)

f2
ε |∇wε|2 + 1

2

∫
Ω\Dr0 (a)

|∇fε|2

+ 1
4ε2

∫
Ω\Dr0 (a)

(
1 − f2

ε

)2
. (4.28)

We set φε = 1−fε

ε2 . Knowing that fε ⩽ 1 by the maximum principle, we
then easily obtain that

1
2

∫
Ω\Dr0 (a)

f2
ε |∇wε|2 + 1

2

∫
Ω\Dr0 (a)

|∇fε|2 + 1
4ε2

∫
Ω\Dr0 (a)

(
1 − f2

ε

)2

⩽
1
2

∫
Ω\Dr0 (a)

|∇wε|2 + ε2

(
ε2

2

∫
Ω\Dr0 (a)

|∇φε|2 +
∫

Ω\Dr0 (a)
φ2
ε

)
. (4.29)

Now, we aim at proving that φε is a non negative uniformly bounded
function in H1∩L∞(Ω\Dr0(a)). Indeed, φε is a harmonic function, uniformly
bounded in C∞(S(a, r0)) since we know by Claim 4.11 that

1 − |uε|2

ε2 −→ |∇u⋆|2 on C∞(S(a, r0)).

Setting φ̃ε = φε ◦ f , where f : D → Ω is a uniformization map, we have that
∆φ̃ε = 0 in D \ f−1(Dr0(a))
φ̃ε = 0 on S1

φ̃ε = 1−|uε◦f |
ε2 on f−1 (S(a, r0))

and by standard elliptic regularity, φ̃ε is uniformly bounded. Coming back
to φε = φ̃ε ◦ f−1, using the conformal invariance of the energy, we obtain
the expected result.

Now, using (4.28), (4.29) and the uniform boundedness of φε in H1 ∩L∞,
we obtain

1
2

∫
Ω\Dr0 (a)

|∇uε|2 + 1
4ε2

∫
Ω\Dr0 (a)

(
1 − |uε|2

)2

⩽
1
2

∫
Ω\Dr0 (a)

|∇wε|2 +O(ε2). (4.30)
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Passing to the limit on (4.30) and using (4.27) and (4.26), we obtain
1
2

∫
Ω\Dr0 (a)

|∇u⋆|2 ⩽ lim inf
ε→0

∫
Ω\Dr0 (a)

|∇uε|2

⩽ lim sup
ε→0

(∫
Ω\Dr0 (a)

|∇uε|2 + 1
4ε2

∫
Ω\Dr0 (a)

(
1 − |uε|2

)2
)

⩽
1
2

∫
Ω\Dr0 (a)

|∇w⋆|2 ⩽
1
2

∫
Ω\Dr0 (a)

|∇u⋆|2

so that choosing r0 as small as necessary, we obtain strong H1
loc(Ω \ {a})

convergence of uε and (4.25). □

We obtain from Proposition 4.14 and Proposition 4.7 that S \ {a} = ∅,
so that the proof of Theorem 1.1 is complete.

5. Minimization of the renormalized energy and the example of
tangential boundary data

5.1. Renormalized energy of canonical harmonic maps

Let Ω be a quasidisk and Γ its boundary. In this section, we give an
H1 version of the definition of canonical harmonic maps with a prescribed
degree 1 singularity a ∈ Ω and of its renormalized energy. The following
definition is an H1 version of [2, Section I.3].

Theorem-Definition 5.1 (Canonical harmonic map). — Let a ∈ Ω.
Let g ∈ H

1
2 (Γ,S1) and deg(g,Γ) = 1. There is a unique map u : Ω\{a} → S1

such that

• u ∈ H1
loc(Ω \ {a}),

• deg(u, a) = 1,
• u = g on Γ,
• ⋆ω = dΦ, where ω = ⟨du, iu⟩ and Φ = Φ̃◦f−1, where f : D → Ω is a

uniformization map such that f(0) = a and Φ̃ is the unique solution
(up to a constant) of{

∆Φ̃ = 2πδ0 in D,
∂rΦ̃ = ⟨∂θ(g ◦ f), i(g ◦ f)⟩ on S1.

(5.1)

Moreover u : Ω\{a} → S1 is a harmonic map. We say that u is the canonical
harmonic map of degree 1 associated to the data (g, a).
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Proof.

Step 1: Uniqueness of u. Let u1 and u2 satisfying all the properties. Let
U be a simply connected domain such that U ⋐ Ω \ {a}. Then, we can write
u1 = eiψ1 and u2 = eiψ2 for ψ1, ψ2 ∈ H1(U). Then we have that

d(ψ1 − ψ2) = ⟨du1, iu1⟩ − ⟨du2, iu2⟩ = ⋆dΦ − ⋆dΦ = 0.

Therefore there is a constant αU such that |αU | = 1 and u2 = αUu1 in
U . Since Ω is connected, we get that α := αU does not depend on U and
u2 = αu1 in Ω. We finally get that α = 1 since on Γ we have u1 = g = u2.

Step 2: Φ̃ is well defined by the Green representation formula. Let Gx(y)
the Green function such that

∆Gx = 2πδx in D
∂rGx = 0 on S1∫
S1 Gx = 0 on S1.

(5.2)

Then for x ∈ D, since g ◦ f ∈ H
1
2 (S1), ∂θ(g ◦ f) ∈ H− 1

2 and Gx ∈ C∞

Φ̃(x) = G0(x) +
∫
S1

Gx ⟨∂θ(g ◦ f), i(g ◦ f)⟩

is a solution of (5.1).

Step 3: Construction of u. We pullback all the expected properties of u
by f : D → Ω, a uniformization map such that f(0) = a. We set

g̃ = g ◦ f ũ = u ◦ f ω̃ = ⟨dũ, iũ⟩ .

Then, u is nothing but u = ũ ◦ f−1, where ũ is the canonical harmonic map
of degree 1 on the disk D associated to the data (g ◦ f, 0) which satisfies the
desired property thanks to [2, Section 1.3]. □

Definition 5.2 (Renormalized energy of canonical harmonic maps). —
Let u : Ω → S1 be the canonical harmonic map with data a ∈ Ω, g ∈
H

1
2 (Γ,S1): the renormalized energy is well defined by

W (a) = lim
δ→ 0

(∫
Ω\Dδ(a)

|∇u|2 − 2π ln 1
δ

)
.

5.2. Energy minimizing Ginzburg–Landau solutions minimize the
renormalized energy

Let u := u⋆ a minimizing solution of the Ginzburg–Landau problem given
by Theorem 1.1. We set v = −iu, so that v : Ω\{a} → S1 is a unit vector field
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such that, for any point x ∈ Ω \ {a}, (v(x), u(x)) is an direct orthonormal
basis. We set

ω = ⟨du, v⟩ = − ⟨dv, u⟩
the Cartan form in Ω.

Let G be the Dirichlet–Green function with respect to a in Ω, i.e. satis-
fying {

∆G = 2πδa in Ω
G = 0 on Γ.

(5.3)

Claim 5.3. — There is a harmonic function µ in Ω, such that
⋆ω = d(µ+G). (5.4)

Then u is the canonical harmonic map of degree 1 with respect to the data
(g, a).

Proof. — We know that du ∈ Lp(Ω) for any 1 < p < 2 (see e.g. [41,
p. 1620]), so that ω ∈ Lp(Ω). We have that

⋆dω = ⋆ (⟨du ∧ dv⟩) =
〈
∇⊥u,∇v

〉
= 0

in Ω \ {a} since (v, u) = i(−u, v). Then the support of the distribution ⋆dω
is {a}. Since ω ∈ Lp, we can write

dω = αδa . (5.5)
Let’s compute α.

α =
∫

Ω
dω =

∫
∂Ω
ω =

∫
S1
ω̃ =

∫
∂Ω

⟨ũθ, ṽ⟩ = 2π deg(g) = 2π . (5.6)

We then have that
d(ω − ⋆dG) = 0. (5.7)

Moreover, we prove that there is β ∈ R such that
d(⋆ω) = βδa (5.8)

in the sense of distributions in Ω. Indeed, again, since ω ∈ Lp(Ω), we just
have to prove that the support of the distribution d(⋆ω) is {a}. Indeed, we
first have that

⋆d(⋆ω) = ⟨∆u, v⟩ + ⋆ (⟨⋆du ∧ dv⟩) = ⟨∆u, v⟩ + ⟨∇u,∇v⟩
in Ω \ {a}. Since u : Ω \ {a} → S1 is a harmonic map we have that

⟨∆u, v⟩ = 0
in Ω \ {a}. Moreover, we have that

0 = ∆ (⟨u, v⟩) = ⟨∆u, v⟩ + ⟨u,∆v⟩ + 2 ⟨∇u,∇v⟩
= 2 ⟨∇u,∇v⟩ in Ω \ {a}

(5.9)
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since ⟨u, v⟩ = 0 and (v, u) = i(−u, v). We obtain (5.8). Then we have that
d(⋆ω − dG) = βδa (5.10)

which gives that h = ⋆ω − dG− β ⋆ dG satisfies
dh = 0 and d(⋆h) = 0 . (5.11)

Then h is a smooth harmonic form in Ω. There is a smooth function µ̃ such
that h = dµ̃. To complete the proof of Claim 5.3, we finally prove that
β = 0. From (4.23) we know that there is a constant C > 0 such that for
δ < dist(a,Γ)

2 , ∫
Ω\Ba(δ)

|∇u|2 ⩽ 2π ln
(

1
δ

)
+ C .

Knowing that |∇u|2 = |⟨∇u, v⟩|2 = |ω|2, we have

2π ln
(

1
δ

)
+ C ⩾

∫
Ω\Ba(δ)

|ω|2 =
∫

Ω\Ba(δ)
|∇G+ β∇⊥G+ ∇µ|2 . (5.12)

Since µ is smooth on Ω and ∇G is bounded in Lp for any p < 2, we have a
constant C ′ independent from δ < d(a,Γ)

2 such that∣∣∣∣∣
∫

Ω\Ba(δ)
2
〈
∇G+ β∇⊥G,∇µ

〉
+ |∇µ|2

∣∣∣∣∣ ⩽ C ′.

Then∫
Ω\Ba(δ)

∣∣∇G+ β∇⊥G
∣∣2

=
(
1 + β2) ∫

Ω\Ba(δ)
|∇G|2 + 2β

∫
Ω\Ba(δ)

〈
∇G,∇⊥G

〉
Since ⟨∇G,∇⊥G⟩ = 0, we then can write (5.12) as

2π ln
(

1
δ

)
+ C ⩾

(
1 + β2) ∫

Ω\Ba(δ)
|∇G|2 − C ′

⩾ 2π
(
1 + β2) ln

(
1
δ

)
− C ′′ ,

(5.13)

for a constant C ′′ independent from δ, since G(x) = ln|x− a| + w(x) on Ω,
where w is a harmonic function. Dividing by ln( 1

δ ) and letting δ → 0 gives
β = 0.

Now it is easy to check that u is the canonical harmonic map of degree 1
with respect to the data (g, a) and the proof of Claim 5.3 is complete. □

Finally, we also have, in our setting, the fact that the singularity of the
minimizer minimizes the renormalized energy, the proof is exactly the same
as the one of [2, Theorem VIII.1].
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Proposition 5.4. — The singularity a of the minimizing Ginzburg–
Landau solution u is a minimizer of the renormalized energy W (a).

5.3. The special case of tangential boundary data

In this section we prove the Theorem 1.3, when the boundary data g = τ ,
where τ is the tangent vector field on Γ such that the frame (ν, τ) is a direct
frame, where ν is the out-pointing normal of Ω. We have τ = −iν.

In the following Proposition 5.5 we aim at proving that canonical har-
monic maps with respect to tangential and normal data are exactly push
forwards in Ω of the polar orthonormal frame of the disk (with singularity
at 0) by uniformization maps.

Let f : D → Ω be a uniformization map of Ω. We set u : Ω → S1

u = fθ
|fθ|

◦ f−1

and v : Ω → S1

v = fr
|fr|

◦ f−1

where fr and fθ are the radial and angular derivatives of f defined by

fr := ∂rf = xfx + yfy√
x2 + y2

= xfx + yfy
r

where r =
√
x2 + y2 is the radial coordinate and

fθ := ∂θf = −yfx + xfy

where fx := ∂xf and fy := ∂yf are the partial derivatives with respect to
the coordinates of z = x+ iy.

Proposition 5.5. — Let a ∈ Ω. For any uniformization map f : D → Ω
such that f(0) = a, u = fθ

|fθ| ◦ f−1 and v = fr

|fr| ◦ f−1 are the canonical
harmonic maps of degree 1 associated to the data (τ, a) and (ν, a).

Proof. — Let f : D → Ω be a uniformization map such that f(0) = a.
Notice that since f is a conformal map, (v, u) is an orthonormal frame in Ω
and notice also that on Γ, u = τ and v = ν. We now set

ω̃ = ⟨dũ, ṽ⟩ = − ⟨dṽ, ũ⟩
the Cartan form of (ṽ, ũ) where

ṽ = fr
|fr|

and ũ = fθ
|fθ|
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and
µ̃ = ln|fx| = ln|fy| = ln|fr| = ln

(
|fθ|
r

)
so that {

fr = eµ̃ṽ

fθ = eµ̃+G̃ũ

and {
ṽ = (xfx + yfy) e−µ̃−G̃

ũ = (−yfx + xfy) e−µ̃−G̃

where G̃(x, y) = ln r is the Green function of D with Dirichlet boundary
condition with respect to the singularity 0.

Let’s prove the following equation:

⋆ω̃ = d
(
µ̃+ G̃

)
(5.14)

in D. We have that

⟨ũx, ṽ⟩ = ⟨−yfxx + fy + xfxy, xfx + yfy⟩ e−2µ̃−2G̃

=
(

−xyfxx.fx − y2fxx.fy + xfy.fx + y|fy|2

+ x2fxy.fx + xyfxy.fy

)
e−2µ̃−2G̃

=
(

−xy

2
(
|fx|2

)
x

+ y2

2
(
|fy|2

)
y

+ y|fy|2

+x2

2
(
|fx|2

)
y

+ xy

2
(
|fy|2

)
x

)
e−2µ−2G̃

=
(
−xyµ̃x + y2µ̃y + y + x2µ̃y + xyµ̃x

)
e−2G̃

= µ̃y + G̃y

where we used that fxx = −fyy since f is harmonic ∆f = 0. We also have
that

⟨ũy, ṽ⟩ = ⟨−fx − yfxy + xfyy, xfx + yfy⟩ e−2µ̃−2G̃

=
(

−x|fx|2 − yfx.fy − xyfxy.fx − y2fxy.fy

+ x2fyy.fx + xyfyy.fy

)
e−2µ̃−2G̃

=
(

−x|fx|2 − xy

2
(
|fx|2

)
y

− y2

2
(
|fy|2

)
x

−x2

2
(
|fx|2

)
x

+ xy

2
(
|fy|2

)
y

)
e−2µ̃−2G̃
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=
(
−x− xyµ̃y − y2µ̃x − x2µ̃x + xyµ̃y

)
e−2G̃

= −
(
µ̃x + G̃x

)
.

We proved (5.14). Moreover, since (ũ, ṽ) is an orthonormal frame, we have
⋆dω̃ = ⋆ (⟨dũ ∧ dṽ⟩) =

〈
∇⊥ũ,∇ṽ

〉
= 0 in D \ {0}

since (ũ, ṽ) = i(ṽ,−ũ). Then the support of the distribution ⋆dω̃ is {0}.
Since by (5.14) ω̃ ∈ Lploc(D) for 1 ⩽ p < 2, we can write

dω̃ = αδ0 , (5.15)
where δ0 is the Dirac mass supported in {0}. Let’s compute α.

α =
∫
D

dω̃ =
∫
S1
ω̃ =

∫
S1

⟨ũθ, ṽ⟩ = 2π deg
(
ũ,S1) = 2π . (5.16)

This degree is well defined since ũ ∈ H
1
2 (S1) because Γ is Weil–Petersson.

We then have that
∆µ̃ = d

(
ω̃ − ⋆dG̃

)
= 0 . (5.17)

In Ω, we have u = ũ ◦ f−1 and v = ṽ ◦ f−1. We set

ω = ⟨du, v⟩ =
(
f−1)′

ω̃ ◦ f−1

the Cartan form on Ω and G = G̃ ◦ f−1 the Dirichlet–Green function with
respect to a := f(0). We obtain from (5.14)

⋆ω = d(µ+G) (5.18)

denoting µ = µ̃ ◦ f−1, where we have that Φ̃ = (µ + G) ◦ f is a solution
of (5.1).

Notice that Γ is a Weil–Petersson curve if and only if

|∇µ̃|2 =
∣∣∣∣f ′′

f ′

∣∣∣∣2 ∈ L1(D)

if and only if |∇µ|2 ∈ L1(Ω) where µ = µ̃ ◦ f−1 by conformal invariance
of the Dirichlet energy. In particular by (5.18), u ∈ H1

loc(Ω \ {a}) and ω ∈
L2
loc(Ω \ {a}). Therefore, we have all the necessary regularity to have u =

τ ∈ H
1
2 (Γ) and the proof of the Proposition 5.5 is complete. □

Remark 5.6. — Notice that by Proposition 5.3, µ̃ = µ ◦ f satisfies the
following equation {

∆µ̃ = 0 in D
∂rµ̃ = ⟨∂θũ, ṽ⟩ − 1 on ∂D ,

(5.19)

where ∂r and ∂θ denote the radial and angular derivatives on the disk, and
ũ = u◦f , ṽ = v ◦f . Equation (5.19) is nothing but the Liouville equation up

– 1282 –



to the boundary, since ⟨uτ , v⟩ is the curvature of Γ,see [9] for more details
about prescribing geodesic curvature.

Now, we can reformulate the renormalized energy in terms of the uni-
formization

Proposition 5.7. — Let f : D → Ω be a uniformization map such that
f(0) = a. Then

W (a) = W0 − 2π ln|f ′(0)| (5.20)

where

W0 =
∫
D

∣∣∣∣f ′′

f ′

∣∣∣∣2 + 4π ln|f ′(0)| (5.21)

does not depend on the choice of the uniformization f : D → Ω nor on a.

Proof. — The fact that W0 only depends on Ω is well known, see [43,
Lemma 3.4, p. 86]. As in the proof of Proposition 5.5, we let µ̃ = ln |f ′|.
Since Γ is a Weil–Petersson curve,

|∇µ̃|2 =
∣∣∣∣f ′′

f ′

∣∣∣∣2 ∈ L1(D)

so that |∇µ|2 ∈ L1(Ω) where µ = µ̃ ◦ f−1 by conformal invariance of the
Dirichlet energy. In particular by (5.18), ω ∈ L2

loc(Ω\{a}). Then by a simple
computation and by (5.18),

∫
Ω\Bρ(a)

|ω|2

=
∫

Ω\Bρ(a)
|∇G|2 + 2

∫
Ω\Bρ(a)

⟨∇G,∇µ⟩ +
∫

Ω\Bρ(a)
|∇µ|2

= −
∫
∂Bρ(a)

G∂νG− 2
∫
∂Bρ(a)

G∂νµ+
∫

Ω\Bρ(a)
|∇µ|2

= −
∫
∂Bρ(a)

(ln|x− a| + h) ∂ν (ln|x− a|) +O (ρ ln ρ)
∫

Ω\Bρ(a)
|∇µ|2

= 2π ln
(

1
ρ

)
+
∫

Ω\Bρ(a)
|∇µ|2 − 2πh(a) + o(1)
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as ρ → 0, where h(x) = G(x, a) − ln |x − a| is a smooth harmonic function
in Ω. Since ln |x| = G(f(x), a), we have that

h(a) = h(f(0))
= lim
z→0

(G(f(z)) − ln|f(z) − a|)

= lim
z→0

(
− ln

∣∣∣∣f(z) − a

z

∣∣∣∣)
= − ln|f ′(0)|

(5.22)

so that
W (a) =

∫
D
|∇µ̃|2 + 2π ln|f ′(0)| .

We then have the expected identity (5.20). □

Remark 5.8. — A minimizer a ∈ Ω of W is a = f(0) where f is a maxi-
mizer of the following maximization problem

max
f :D → Ω

|f ′(0)|

where the maximum stands on the set of uniformizing maps of Ω. Or equiva-
lently, fixing one uniformization map f0 : D → Ω, a minimizer is a = f0(ω0)
where ω0 ∈ D is chosen as a maximizer for

|f ′
0(ω0)|

(
1 − |ω0|2

)
= max

ω ∈ D
|f ′

0(ω)|
(
1 − |ω|2

)
. (5.23)

Indeed, we can write any uniformization map as f = f0 ◦ ψ−1, where

ψ(z) = eiθ
z − ω

ωz − 1
for ω ∈ D and θ ∈ R so that since ψ(ω) = 0

|f ′(0)| =
∣∣∣f ′

0(ω)
(
ψ−1)′(0)

∣∣∣ =
∣∣∣∣f ′

0(ω)
ψ′(ω)

∣∣∣∣ = |f ′
0(ω)|

(
1 − |ω|2

)
.

As we can see in (5.22), − ln|f ′(0)| is nothing but the mass of the
Dirichlet–Green function of Ω at the point a where f is defined as a uni-
formization map such that f(0) = a.

Remark 5.9. — We know by Section 4.4 that a minimizer of the renor-
malized energy cannot be realized on the boundary of Ω. In the case of tan-
gential data, it is a simple consequence of the previous remark and Koebe’s
distortion theorem. Indeed, a point ω0 satisfying (5.23) must belong to D
since

|f ′
0(ω)|

(
1 − |ω|2

)
⩽ dist(f0(ω), ∂Ω) −→ 0 as |ω| −→ 1

so that a = f0(ω0) ∈ Ω.
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6. A new point of view on the Riemann mapping theorem

We assume in this section that Γ is a smooth(3) Jordan curve. As a side
remark, we aim at proving the Riemann mapping theorem for the smooth
bounded domain Ω enclosing Γ.

Let (v, u) be the frame defined in Subsection 5.2 with tangential and nor-
mal boundary data, and ω = ⟨du, v⟩ be the associated Cartan form. We let
Φ = µ+G where G is defined by (5.3) and µ is given by Proposition (5.3).
Notice that since we assumed that Ω is smooth, we never needed any uni-
formization map of Ω to build the moving frame (v, u), since the map u is
given from the classical Ginzburg–Landau setting. We compute the following
Lie bracket in Ω \ {a}:[

eΦv, eΦu
]

= e2Φ {[v, u] + dΦ (v)u− dΦ (u) v}
= e2Φ {∇vu− ∇uv + dΦ (v)u− dΦ (u) v}
= e2Φ {(ω (u) + dΦ (v))u+ (−dΦ (u) + ω (v)) v} .

Let (α, β) the dual basis of (v, u) in T ⋆Ω, we have that

⋆ω = ⋆ (ω (v)α+ ω (u)β) = ω (v)β − ω (u)α ,

where ⋆α = β and ⋆β = −α. Therefore, we have that[
eΦv, eΦu

]
= e2Φ {(− ⋆ ω (v) + dΦ (v))u+ (−dΦ (u) + ⋆ω (u)) v} = 0 ,

since ⋆ω = dΦ. We have the following result, which is a global version of the
Frobenius theorem in our context

Proposition 6.1. — There is a homeomorphism ψ : ]−∞, 0]×R/ρZ →
Ω \ {a} such that {

∂sψ = eΦ◦ψv ◦ ψ
∂θψ = eΦ◦ψu ◦ ψ .

(6.1)

In particular, ψ : ]−∞, 0[ ×R/ρZ → Ω \ {a} is a conformal diffeomorphism.

Proof. — We know by the Frobenius theorem (see for instance [45]), that
for any x ∈ Ω \ {a}, there is a map ψU : U → Ω \ {a}, defined on an open
set U such that 0 ∈ U , ψU (0) = x and ψ(s, θ) satisfies{

∂sψU = eΦ◦ψU v ◦ ψU
∂θψU = eΦ◦ψUu ◦ ψU .

(6.2)

(3) In fact we can assume C2 but not much less as explained in Remark 6.2 below.

– 1285 –



Paul Laurain and Romain Petrides

Moreover, ψU is unique in the sense that two such maps are equal on the
intersection of their open sets U of definition. Notice also that such an ap-
plication ψU is a local diffeomorphism. Let (Ux, ψx) be the maximal solu-
tion: Ux is defined as the union of open sets U such that there is a map
ψU satisfying ψU (0) = x and (6.2). By uniqueness in the Frobenius theo-
rem, ψx(y) = ψU (y) is perfectly defined independently of U and satisfies
ψx(0) = x and (6.2). We aim at proving that up to factorisation and trans-
lation on the domain of definition, ψx is the map we are looking for.

All along the proof we denote φX1 and φX2 the flows along the vector
fields X1 := eΦv and X2 := eΦu. Notice that the partial maps of ψx are
paths along the flow: if x0 = ψx(s0, θ0),

ψx(s0 + s, θ0) = φsX1
(x0) and ψx(s0, θ0 + θ) = φθX2

(x0) .
Notice also that we can extend X1 and X2 by smooth vector-fileds on an
open set Ω̃ such that Ω ⊂ Ω̃, and that there is no stationary point on
Ω̃ \ {a} for φX1 and φX2 . In particular, the flows are perfectly defined up
to the boundary in Ω. We recall that ∂Ω is a cycle of φX2 by assumption.
Moreover, the only stationary point of φX1 and φX2 is a since by definition
of Φ as a Green function on a, the only vanishing point of eΦ is a.

Step 1: We prove that for any x, ψx is surjective. Notice that if x, y ∈
Ω \ {a}, we have that

ψx(Ux) ∩ ψy(Uy) ̸= ∅ ⇒ ψx(Ux) = ψy(Uy) .
Indeed, assume that z = ψx(u) = ψy(v) for u ∈ Ux and v ∈ Uy. By unique-
ness in the Frobenius theorem, and by maximality of (Ux, ψx) and (Uy, ψy),
one has Ux = Uy + {b− a} and ψx(z) = ψy(z + v − u) for any z ∈ Ux. Since
for any y ∈ Ω, ψy is a local diffeomorphism, then if y ∈ ψx(Ux), there is
an open set U such that ψy(U) is an open neighbourhood of y in ψx(Ux).
Therefore ψx(Ux) is open. Denoting C = {C(x);x ∈ Ω \ {a}}, where

C(x) = {y ∈ Ω \ {a};ψx(Ux) = ψy(Uy)} ,
we can write

Ω \ {a} =
⋃

C(x) ∈C

ψx(Ux)

as a disjoint union of open sets. By connectedness, the cardinal of C is 1 and
ψx(Ux) = Ω \ {a} for any x ∈ Ω \ {a}.

From now on, we drop the index x in the definition of U := Ux and
ψ := ψx

Step 2: We prove the existence of β such that U = (−∞, β) ×R and such
that we can extend ψ on (−∞, β]×R so that ψ({β}×R) = ∂Ω and ψ is a local
homeomorphism up to the boundary. We first prove that for any (s0, θ0) ∈ U ,
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we have {s0} ×R ⊂ U . Indeed, let (s0, θ0) ∈ U , x0 = ψ(s0, θ0), and let (γ, δ)
be the maximal interval such that γ < θ0 < δ and {s0} × (γ, δ) ⊂ U . Let’s
prove that δ = +∞ (proving that γ = −∞ is analogous).

Since Ω is compact, up to a subsequence of θn → δ one has
limθn→δ ψ(s, θn) = l ∈ Ω. If l ∈ Ω \ {a} and δ < +∞, by the Frobenius the-
orem, one can extend ψ by a map ψ̂ satisfying ψ̂(s, δ) = l and (6.2), defined
on an open neighbourhood of (s, δ) and we contradict the maximality of δ.
Therefore, l ∈ ∂Ω∪{a} or δ = +∞. Now, we recall that ψ(s0, θ) = φθ−θ0

X2
(x0)

is the flow associated to X2. If l = a, then limθ→δ ψ(s, θ) = a and since a is
a stationary point, we have that δ = +∞. Similarly, if l ∈ ∂Ω, since ∂Ω is a
cycle of φX2 , we must have δ = +∞. In all the cases, δ = +∞.

Now, let β = sup{s ∈ R; {s} × R ⊂ Ω}.

We prove that β < +∞ and that for any θ ∈ R, limz→(β,θ) ψ(y) exists
and belongs to ∂Ω.

The vector field X1 = eΦv is transversal to ∂Ω (and outward pointing
on ∂Ω). Let y ∈ ∂Ω. Let F : ]−ε, ε[ × ]−ε, ε[ → V be a straightening of
X1 at the neighbourhood V of y = F (0, 0): ie F is a diffeomorphism and
F ⋆(X1) = ∂x1 . We have that F (]−ε, 0[ × ]−ε, ε[) ⊂ Ω. Let (s0, θ0) ∈ U be
such that x0 = ψ(s0, θ0) = F (− ε

2 , 0). Recalling that ψ(s, θ0) = φs−s0
X1

(x0),
we deduce the expected result.

Now, we let α = inf{α̃ ∈ (−∞, β); (α̃, β) × R ⊂ U}. With the same
methods as previously thanks to the minimality of α and using the flow
associated to X1 by ψ(s, θ) = φs−s0

X1
(x0) one can prove that α = −∞. This

ends the proof of Step 2.

Step 3: We prove the existence of ρ > 0 such that ψ(s, θ) = ψ(s, θ + ρ)
for any (s, θ) ∈ U . It is equivalent to prove that for any x ∈ ψ(U), we have
that φX2(x) is a cycle.

Let y ∈ ∂Ω. Since φX2(y) is a cycle, there is a minimal ρ > 0 such that
φρX2

(y) = y. We aim at proving that φρX2
(x) = x for any x ∈ ψ(U).

Let x0 ∈ ψ(U) and (s0, θ0) ∈ U be such that x0 = ψ(s0, θ0). From the
computations we made before Proposition 6.1, we have that [X1, X2] = 0 in
Ω \ {a}. Therefore, the flows φX1 and φX2 commute. Then by Step 2,

φρX2
(x0) = φs0−s

X1
◦ φρX2

◦ φs−s0
X1

(x0) ,

for any s0 ⩽ s < β. By Step 2 again, we can pass to the limit as s → β and
we get

φρX2
(x0) = φs0−β

X1
◦ φρX2

◦ φβ−s0
X1

(x0) . (6.3)
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Since φβ−s0
X1

(x0) ∈ ∂Ω, we have that φρX2
(φβ−s0
X1

(x0)) = φβ−s0
X1

(x0). We then
get Step 3 from (6.3).

Step 4: We prove the Proposition 6.1. We assume that ρ > 0 given by
Step 3 is minimal. Now we can factorize ψ into a surjective map we still
denote ψ : (−∞, β] × R/ρZ → Ω \ {a}.

Let’s prove that this map is now injective. Let z1 = (s1, θ1) and z2 =
(s2, θ2) such that ψ(z2) = ψ(z1). Then ψ(z) = ψ(z + z2 − z1). Assume that
s1 ⩽ s2. We then have that ψ({β − s2 + s1} ×R) = ∂Ω. Then we must have
s1 = s2. By minimality of ρ, we get that θ1 = θ2. Then ψ is injective. Since
ψ is bijective and a local homeomorphism, it is a global homeomorphism.

Moreover, since ψ : (−∞, β) × R/ρZ → Ω \ {a} is bijective smooth and
open, it is a diffeomorphism. By equation (6.2), it is also a conformal diffeo-
morphism. Finally, we replace ψ by ψ(z− (0, β)) and we complete the proof
of Proposition 6.1. □

We set a holomorphic function f : D \ {0} → Ω \ {a}, defined by

f(reiθ) = ψ
( ρ

2π (ln r, θ)
)
, (6.4)

where ψ is the map given by claim (6.1). The implicit formula f(e
2πw

ρ ) =
ψ(w) holds and one can directly extend f to a bi-holomorphic map f : D → Ω
by f(0) = a. This ends the proof of the Riemann mapping theorem.

Remark 6.2. — We cannot ask for low regularity of Ω to prove the result
by this method for two reasons : C1 regularity of Ω is needed to use classical
construction of Ginzburg–Landau minimizers (without using the uniformiza-
tion map as in the current paper for Weil–Petersson curves). Moreover, we
use that the unit tangent vector field on Γ is Lipschitz in order to apply
the Cauchy–Lipschitz theorem and define the flow of vector fields. Using
some methods from dynamical systems, it may be possible to prove the ex-
istence of a closed orbit in the interior, which would play the same role as
the boundary orbit and would permit to conclude.

Appendix A. Technical lemmas

The result of this section are well known, we prove it in a way more
adapted to our paper for the sake of completeness. First we need a basic
estimate on the Poisson Kernel

Lemma A.1. — Let M > 0, then

lim
r→1−

(1 − r)
∫ 2π−M(1−r)

δ

1
1 + r2 − 2r cos(θ) dθ = 8 arctan

(
1
M

)
. (A.1)
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Proof. — We fix M > 0 and we set δ = M(1 − r), then we have

(1 − r)
∫ 2π−δ

δ

1
1 + r2 − 2r cos(θ) dθ

= (1 − r)
∫ π−δ

−π+δ

1
1 + r2 + 2r cos(θ) dθ

= 2(1 − r)
∫ π−δ

0

1
1 + r2 + 2r cos(θ) dθ

= 2(1 − r)
∫ tan( π−δ

2 )

0 1 + r2 + 2r 1−t2
1+t2

2
1 + t2

dt

= 4(1 − r)
(1 + r)2

∫ tan( π−δ
2 )

0

1

1 +
(

1−r
1+r

)2
t2

dt

= 4(1 + r)
∫ 1−r

1+r tan( π−δ
2 )

0

1
1 + u2 du

= 4(1 + r) arctan
(

1 − r

1 + r
tan

(
π − δ

2

))
,

finally the result follows from tan(π2 − x) ∼0
1
x . □

Then we are in position to prove that the harmonic extension of a map
in H

1
2 (S1,S1) is proper, more precisely

Lemma A.2. — Let v ∈ H1/2(S1,S1) and ṽ its harmonic extension on
D. We denote, for z ∈ D, Iz the subarc of S1 centred at z

|z| of length 2(1−|z|),
and for subarc I ⊂ S1 we set

vI = 1
|I|

∫
I

v dθ.

Then
lim

M → +∞
lim
r→ 1

sup
|z|⩾ r

|ṽ(z) − vMIz | = 0. (A.2)

Moreover for every ϵ > 0 there exists M > 0 and r < 1 such that if
|z| ⩾ r there exists Sz ⊂ MIz such that

|Sz| ⩾
|MIz|

2
and

|ṽ(z) − v(x)| ⩽ ϵ for all x ∈ Sz,

in particular ṽ is proper.
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The result and proof are sketch at beginning of [4, Section 8], we give
details for the sake of completeness.

Proof. — Let us remind that,H1/2 ⊂VMO⊂BMO, see [7, Section 1.2].(4)

So we have, by [7, Lemma 3], that, for every M > 0,

lim
|z|→1

1
|MIz|

∫
MIz

|v − vMIz
| dθ = 0 uniformly in z. (A.3)

Moreover, ṽ is given by the Poisson formula,

ṽ(z) =
∫ 2π

0
Pz(θ)v(eiθ) dθ,

where Pz(θ) = 1
2π

1−|z|2

|z−eiθ|2 . Hence, let M > 0, we have, using the fact that∫
S1 Pz dθ = 1 and Pz ⩾ 0, that

|ṽ(z) − vMIz | ⩽
∫
MIz

Pz|v − vMIz | dθ +
∫

(MIz)c

Pz|v − vMIz | dθ.

Let ϵ > 0, thanks to (A.1) and the fact that |v| = 1 and |vMIz
| ⩽ 1, we

have, for M large enough, that

lim
|z| → 1

∫
(IMIz )c

Pz|v − vMIz
| dθ ⩽ ε

4 .

Once M is fixed, since v is in VMO, we have, thanks to (A.3)), that∫
IMIz

Pz|v − vMIz | dθ ⩽ 2M
π|MIz|

∫
IMIz

|v − vMIz | dθ ⩽ ϵ

4 ,

which proves the first part of the lemma.

Moreover, v satisfies the John–Nirenberg theorem, see [22, (3′)], there
exist β,C > 0 independent of v, such for any arc I ⊂ S1 we have

1
|I|

∫
I

e
β|v−vI |

κ dθ ⩽ C,

where
κ = sup

I′⊂I

1
|I|

∫
I

|v − vI | dθ.

In particular,∣∣∣{x ∈ MIz ; |v(x) − vMIz
| ⩾ ϵ

2

}∣∣∣ ⩽ C|MIz|e− βϵ
2κ .

(4) In this reference it is proved on R but it is also true on S1 by conformal invariance
of all those spaces, see [14, Corollary VI.1.3]
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Hence by (A.3), for 1 − |z| small enought, there exists x ∈ MIz such that

|gMIz
− g(x)| ⩽ δ

2 (A.4)

which achieves the proof of the Lemma A.2. □

Appendix B. Note on the extended definition of H 1
2 (Γ)

In this section, we comment and justify the general definition ofH 1
2 (Γ,S1)

(see Definition 3.8).

First, let Ω ⊂ R2 be a bounded open set and f : D → Ω be a uniformiza-
tion. Then for any u : Ω → Rn, we have

u ◦ f ∈ H1
0 (D,Rn) ⇐⇒ u ∈ H1

0 (Ω,Rn) . (B.1)

Notice that it is equivalent to H1
0 (D,Rn) = H1

0 (D, |f ′|2,Rn) by pullback
of functions with f . In fact (B.1) is just an application of the conformal
invariance of the Dirichlet energy and the classical Poincaré inequality on D
and on Ω:∫

D
|u ◦ f |2 ⩽ CD

∫
D
|∇(u ◦ f)|2 = CD

∫
Ω

|∇u|2 ⩽ CD∥u∥H1(Ω)∫
Ω

|u|2 ⩽ CΩ

∫
Ω

|∇u|2 = CΩ

∫
D
|∇ (u ◦ f)|2 ⩽ CΩ∥u ◦ f∥H1(D)

for any u ∈ C∞
c (Ω). Notice that the Poincaré inequality in Ω can also be

seen as the classical Hardy inequality since supz ∈ D |f ′(z)|2(1 − |z|)2 < +∞
by Koebe’s theorem.

Now, we would ideally like to have H1(D, |f ′(z)|2) = H1(D) too in order
to give a sense to Definition 3.8. Indeed, we would like the function g : Γ →
Rn to be some trace of a H1(Ω) function u. Pulling back to D by f , this
means that g◦f : Γ → Rn is some trace of the function u◦f ∈ H1(D, |f ′(z)|2).
However, g ◦f : Γ → Rn is well-defined as a H 1

2 (S1) trace only if it is a trace
of a H1(D) function.

Then, we assume that g ◦ f admits some extension in H1(D, |f ′(z)|2) ∩
H1(D) since those sets are not a priori equal. We then a priori ask more
restrictions for being in H

1
2 (Γ,Rn) than in Definition 3.8:
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Definition B.1 (H 1
2 (Γ,Rn) maps). — Let n ⩾ 1, Γ be a quasicircle

enclosing a domain Ω, and f : D → Ω a uniformization. We say that g :
Γ → Rn is in H

1
2 (Γ,Rn) if g ◦ f ∈ H

1
2 (S1,Rn) and if g ◦ f admits an

extension v ∈ H1(D,Rn) such that∫
D
|v|2(z)|f ′|2(z) dz < +∞ (B.2)

that is to say v ◦ f−1 ∈ H1(Ω,S1).

Once we know that such an extension v exists, then by (B.1), the set
of H1(D) extensions of g ◦ f : {v} + H1

0 (D) is equal to the pullback of the
natural set of H1(Ω) extensions of g: {v ◦ f−1} + H1

0 (Ω). This makes the
definition consistent. In particular, the harmonic extension v of g◦f satisfies
v ◦ f−1 ∈ H1(Ω).

In the special case where g is bounded, then (B.2) is automatically satis-
fied since H1 ∩ L∞(D, |f ′(z)|2) = H1 ∩ L∞(D) and the harmonic extension
v of g ◦ f is also bounded. This shows that Definition 3.8 makes sense.

Appendix C. Wente type estimate

We gives a proof of a Wente type lemma, which is inspired of [23, Theo-
rem A.4] (see also [40, Theorem 1.100] and proof of [24, Theorem 1.2]).

Lemma C.1. — There exists C > 0 such that if f ∈ L1(D) such that
sup
D

|f(x)(1 − |x|)2| < +∞,

then, there exists ϕ ∈ W 1,2
0 (D) ∩ L∞(D) such that

∆ϕ = f,

and
∥ϕ∥∞ + ∥∇ϕ∥2 ⩽ C

(
∥f∥1 + ∥f(1 − |x|)2∥∞

)
.

Proof. — It is classical that, by integration by part, the L∞-estimate
implies the L2-estimate. Hence we set

ϕ(x) =
∫
D
G(x, y)f(y) dy,

where G is the Green function of the Laplacian. Then, we remark that the
singularity of the Green function can be decomposed as a sum of bump
functions with dyadic support, see [23, Theorem A.4]: there exits C > 0
such that

−C ⩽ G(x, y) − lx(y) ⩽ C,
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with

lx(y) = −
∞∑
j=1

Θ
(

2j(x− y)
1 − |x|

)
,

where Θ ∈ C∞
c (R, [0, 1]) is a bump function, such as supp(Θ) ⊂ [− 1

8 ,
1
8 ] and

Θ ≡ 1 on [− 1
16 ,

1
16 ]. Then

|ϕ(x)| ⩽ C∥f∥1 +
∞∑
j=1

∫
D

Θ
(

2j(x− y)
1 − |x|

)
f(y) dy.

Then we estimate each integral of the right hand∫
D

Θ
(

2j(x− y)
1 − |x|

)
f(y) dy

⩽
∫
B(x,2−j−3(1−|x|))

f(y) dy

⩽
∥∥f(1 − |x|)2∥∥

∞

∫
B(x,2−j−3(1−|x|))

1
(1 − |y|)2 dy

⩽
π

(2j+3 − 1)2

∥∥f(1 − |x|)2∥∥
∞ . (C.1)

Finally we just have to sum this inequality to get the result. □
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