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Asymptotic stability for a homogeneous
singularly perturbed system of differential equations

with unbounded delay(*)

HRISTO DIMITROV VOULOV(1) and DRUMI DIMITROV BAINOV(2)

Annales de la Faculté des Sciences de Toulouse Vol. II, n° 1, 1993

RESUME. - On a obtenu des conditions suffisantes pour la stabilite

equiasymptotique de la solution nulle d’un systeme d’equations difFer-
entielles avec une perturbation singuliere et un retard non borne.

ABSTRACT. - Sufficient conditions for equiasymptotic stability of the
null solution of a homogeneous singularly perturbed system of differential
equations with unbounded delay are obtained.

1. Introduction

Singularly perturbed systems of differential equations are often used in
the applications. In the recent decades the theory of singularly perturbed
ordinary differential equations develops intensively. A principal problem in
this theory is to find sumcient conditions under which certains properties
of the solutions of the degenerate system = 0) are preserved for
sufficiently small values of the perturbing parameter ~.

In some mathematical models the history of the process described is taken
into account. Thus naturally the necessity of investigation of singularly
perturbed equations with retarded argument arises. The linear case was

considered in the papers [2]-[3], [9], [12]-[14], [18], and the nonlinear case
in the papers [5], [9], but with constant delay of the argument. In [5],
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the existence of periodic solutions is discussed and in [9] 2014 the asymptotic
stability of the null solution. In the present paper sufficient conditions are
found for equiasymptotic stability of the null solution of a homogeneous
singularly perturbed system with unbounded delay. The results obtained

are a generalization of some results of [9] and [18]. We shall note that the
results in [9] are based on a linear approximation of the respective nonlinear
system while in the present paper such an approach is not possible.

2. Preliminary notes

We shall denote the Euclidean norm by ~ ~ ~ . . If v is scalar function of a

scalar argument t, denote by v its right derivative and by D+v, D+v, D~v,
D_v its Dini derivatives, ise.

If x is a vector-valued function of a scalar argument, set =

... and analogously for D+ x, D_ x . Introduce

the notation

Let ~ be the linear space of functions p : (-oo , 0] ] -> IRP and let E
be a linear subspace of ~ provided with a seminorm ~ ’ . ~ ~ . For T > 0 ~
set Er = E ~ : ~p E , 0 ~ , E E ~ . The space E is said to be



admissible if for any r > 0 and 03C8 E ET the following conditions (H) are
met:

H2 03C8t is continuous in t with respect to ]] . ]] for t E [-03C4, 0];
H3 M-10|03C8(0)|~~03C8~ ~K(03C4) max |03C8(s)|+M(03C4)~03C8-03C4~,

where Mo > 0 is a constant and K and M are continuous functions. An
admissible space E has a fading memory if the functions K and M in H3
satisfy the condition H4

H4 K(s) = Ko = const, - 0 as s - 

Consider the initial value problem

where t > ~ E I, F(t, ~p~ is a functional defined and continuous for

(t, p) E I x E and F(t, 0) = 0. The local existence of a solution of problem
( 1 ~ is guaranteed by Theorem 2.1 ~S~ . .

DEFINITION 1. - The null solution of ~1~ is said to be:

(03B11) stable in IRP if for e > 0, 03C3 E I there exists 03B4 _ 03B4(03C3, ~) > 0 such that
each solution x of the initial value problem (1), x03C3 - p is defined
for t > ~, and satisfies the inequality

(a2) uniformly stable in RP if in (ai) the number 5 does not depend on
u.

(a3) equiasymptotically stable in IRP if it is stable and there ezist func-
tions 50 = 50(u) and T = T(u, e) such that each solution z of (1 ),
zr = p satisfies for t > T(u, e), ])p]]  50(u), the inequality

(a4) uniformly asymptotically stable in RP if (a2)-(a3) are valid and

bo(~), T(a-, go) - ~ do not depend on ~.

(as) exponentially stable in R~’ if there exist positive constants a, lVl1
such that each solution x of (1~, = c,p satisfies for t > a- E I the
inequality



If in the above definition we replace Ix(t) ( and IRP respectively by 
and E, we obtain corresponding definitions of stability in E. If E is an

admissible space with a fading memory, the notions of uniform asymptotic
stability in E and RP are equivalent (cf. Theorem 6.1 of [6]). If the null

solution of (1) is stable, then it is necessary for the initial value problem
have a unique solution but for ~p ~ 0 it may have more

than one solution.

3. Main results

Let 03C3 E I. Consider for t > r the system

with initial conditions Xc. = ~p E E, Y (u) = uQ E IRn, where E is an
admissible space,  E (0 X(t) E IRP, Y(t) E IRn, Bl and BZ are
real matrices whose entries are continuous functions of (t, E I x 0 , ,

Hl and H2 are real vectors whose components are continuous functionals
defined for (t, ~p, E I x E x [0, and homogeneous in ~p, i. e.

THEOREM 1. - For each (s, ) E I x 0 , 0] there exists a function

Q( . , s, continuous and monotone increasing in the interval ~ s and

such that any solution (X, Y) of the initial value problem ~3~, X~ = y~,

= yp satisfies for t > ~ the inequality

If, moreover, it is given that for any ~u E (0 , ] the components of Bi(t, ~.c~
and Hi(t, p, are bounded for , 

= 1, i = 1, 2, then Q(t, a’, ~~
depends only on t - a~ and .

Proof. - Let ~c E (0, be fixed. From the continuity of HZ, BZ,
i = 1, 2 and from relation (4) it follows that there exists a continuous

function q(s, such that



Taking into account that E is an admissible space, inequalities (3) imply
the inequality

where

are continuous monotone increasing functions of s. Since q(s, ~c), ( I and
are continuous functions of s, from Gronwall’s inequality there follows

inequality (5) with

From Theorem 1 it follows that the null solution of (3) is unique. From
inequalities (5), (6) and from Theorem 2.2 of [17] it follows that the solutions
of the initial value problem (3), X~ E E, ~(cr) = yo are defined for all
t > r.

In case that det B2 (t, 0~ ~ 0 for t E I, the degenerate system correspond-
ing to (3) = 0) is

with initial condition ~~ = cp.

We shall say that conditions (A) are met if the following conditions holds.

(Al) The components of Hi, J3~ (i = 1, 2) are continuous for (t, ~p, ~u) E
I x E x [0, ~.c~ ~, B2 (t, 0) E C1 (I ) and there exists a constant M2
such that



(A2) There exist functions g E G, p E C[0, such that -~ 0

as  ~ 0 and for E I x [0, - 1, 2 the

following inequalities are valid

(A3) There exists a function g E G and a constant M3 > 0 such that for
(t, E I x 0 , p E the following inequality is valid

(A4) There exists a constant ,Q > 0 such that all eigenvalues 
J~ = 1, 2, ... , n of the matrix B2 (t, 0) satisfy the inequality

(A5) The null solution of the degenerate system (7) is uniformly asymp-
totically stable in IRP.

We shall note that in condition (A4) the matrix BZ (t, 0) is nondegenerate
since det B2 (t, 0) I > > 0.

The main result in the paper is the following Theorem.

THEOREM 2. - Let E be an admissible space with fading memory and
conditions (A~ hold. Then the null solution of (3) is equiasymptotically
stable in E. . If, moreover, it is given that the functions t-g(t) and ~p, ~c)
are bounded for (t, E I x 0 , ~o ~, = 1, i = 1, 2 the null solution of
~3~ is uniformly asymptotically stable.

The proof of Theorem 2 is given in section 4. It is based on a modification
of Lyapunov’s direct method summarized in the following lemmas.

LEMMA 1 ( ~18~ ). - Let zo, zl and b be constants, zo  zl  T  

v E C([ z0 , T)) and D+v(t)  0 for all values of t E T) which satisfy
the conditions v(t) > 03B4 and v(t) > for s ~ [zo , t]. Then for t ~ [z1, -r)
the following inequality is valid



Proof. - For t E T~ set

If at least one of the relations v (t ) ~ v (t ) or v(t)  ~ is valid, then from the
continuity of the function v it follows that w(t) = 0. Let us suppose that

D+ z,v (t ) > 0 for some t E ~ zl , T) . Then v(t) = v (t ) > b and there exists a
monotone decreasing sequence of numbers ~~ > 0 tending to zero and

Consequently, for each n E IN there exists .1n E (0, hn) such that

from which we obtain that (1/2) D+w(t) > 0. On the other hand,
from the relations = v(t) > b it follows, by condition, that D+v(t)  0

which contradicts the inequality D+v(t) > 0. Hence D+w(t)  0 for all

t ~ ~ a~ , r~. From Theorem 2.1 of ~18, Appendix I~ it follows that

LEMMA Z(~18~~. , q>O,bEIR and
z + T  T, where

For each t E ~ z , T~ for which v(t) > ~ let the relation D+v(t)  -q be

valid. Then

Proof. - If v(s)  b for some s E ~ z , z + T ~, then from Lemma 1 (for
zo = s) it follows that v(t) ~ 6 for t e ~ s r) D [~ + T, r). Suppose
that this is not true, i. e. v (t ) > 5 for each t E ~ z , z + T]. . Then for the
function w(t) = v(t) -~-q(t - z), we obtain that w(z) = v(z) and D+w(t)  0

for t E ~ z , z + T]. From Lemma 1 it follows that w(z + T)  w(z) = v(z)
which implies

in a contradiction with the definition of T. Q



LEMMA 3 ([18]).- Let f E C(~ o , -~-oo)), f(t) > t for t > 0, r E

r(t)  t for t > zo and r(t) - -f-oo as t ~ -f-oo . Let

co > 0 be a constant and let T and q be functions defined for b > 0 so that

T(b) = T(~~ eo~ zo) > zo and q(b) = q(b, co, zo) > 0.

Then there exists a function F such that r(s) = r(b, co, zo) > zo for b > 0
and for any function v E C(~ zo -1-00)) for which the following relations
are valid: v(t)  co for t > zo and D+v(t)  -q(b) for each value of t
satisfying the conditions t > T(b), v(t) > b, r(t) > zo and !(v(t)) > v(s)
for s E ~ r(t) , t ~, the relation v(t)  b is valid for t > r(b) . .

If, moreover, for t > zo we have r(t) > t - h, h = const > 0, and

the numbers T(~_, co, zo) - zo and q(b, co, zo) do not depend on zo, then the
number r(b, co, zo) - zo also does not depend on zo.

Proof. - Let 03B4 E (o, co). By means of the numbers q = q(b, co, zo) and
r = T(b, co, zo) we shall define I‘(b). By the properties of the function f
there exists a positive number a = a(b, co) such that

There exists a positive interger m = m(5, co) such that co. From

the properties of the function r it follows that there exists a finite monotone

increasing sequence of numbers tn = co, zo~ (n = 0, 1, ... , m~ such
that to = r and r(~~ > tn-1 for t > tn - n = 1, 2, ... , m. Set

Let v E C(~zo , -~-oo)), v(t)  co for t > zo and D+v(t)  -q for

each value of t satisfying the conditions t 2: r, v ( ~ ) > b, r (t ) > zo and

f (v(t)) > v(s) for s E ~ r(t) , t ~ . We shall prove that v(t)  ~ for t > tm.
For this purpose it suffices to prove that for n = 0, 1, ... , m the following
relation is valid

We shall prove the above assertion by induction with respect to n. From
the relations v (t)  + ma for t > zo and from to = T > zo it follows
that relation (Pn) is valid for n = 0. Suppose that relation (Pn) is valid for
some n  m. Then, for t > - (a/q) and v(t) > b + (m - n - 1)a, the
inequality D+ v (t ~  -q is valid since t 2: ~r (t ~ > T, v (t ~ > ~ and



From Lemma 2 it follows that ~() ~ ~+a(m20147t2014l) for  ~ 
where

The inequalities

show that T1 ~ a/q. Hence v (t)  i.e. relation

(P~-}-l) holds. The first part of Lemma 3 is proved.
Let, in addition r(t) > t - t~, t~ - const > 0 and the numbers

r(~, cp, zo) - zp and q = q(b, cp, zo) do not depend on z~. Setting tn -

tn-1 - h + (a/q) for n = 1, 2, ... , m, we obtain

which completes the proof. 0
Let U = U(t, Sp~ be a functional continuous for (t, ~p~ E I x E,

where a, b are strictly increasing functions and a(0) = b(0) = 0. Set

v (t ) = U (t, where x is a solution of the initial value problem ( 1 ), x~ = ~p,
(~, ~p) E I x E. If D+v(t) satisfies appropriate inequalities, then by means
of Lemmas 1 and 3 one can prove stability and equiasymptotic stability of
the null solution of (1). It is essential that in the estimation of D+ v (t ) the
properties of the solution x in the interval ~ ~ , ~ ~ or ~ r(t) , t 1 can be used,
where the length of the interval ~ r(t) , ~ ~ can be unbounded for t E I.
Lemma 1 and Lemma 3 represent a natural development of some ideas

of B. S. Razumikhin ~15~, N. N. Krasovskii ~10~, R. D. Driver ~4~ and B. I.
Barnea [1]. The results in [15], [10] and [4] require the existence of an
a priori estimate for D+v(t) for any t > ~, ~p E E, in the paper of

V. Lakshmikantham and S. Leela [11] an estimate of D+v(t) for any t > ~,
~p E F~_~.(~~ is required, and in [1] 2014 respectively for  ~ r(t) = t 2014 ~ ~ r,
h = const > 0. Results similar to Lemma 1 and Lemma 3 were obtained by
J. Kato [8] but under some additional constraints on r(t).



We shall use the following properties of the Dini derivatives.

LEMMA 4. - Le~ f, , gl and g2 be scalar functions. Then the following
relations are valid (provided that the respective algebraic operations have
sense~: :

(rl ) lim sup (g1(s) + g2(s))  lim sup g1(s) + 
lim sup (g1(s) + g2(s)) > lim sup g1(s) + lim inf g2(s),
lim sup|g1(s) . g2(s)I  lim sup|g1(s)| . lim sup|g2(s)|,
lim sup ( - f ( s ) = - liminf f(s) ;

(r2) if D+ f(s) EIR then f(t) -~ f(s) as t - s, t > s;
(r3) =D+f(s);

h~0+

(r4) 2f D+9i(s) E ~R~ i = 1, 2, then

(rs) lim sup sup = limsup f(h);
sE(0 , h ~ ] h-.,0+

~ ~ 
(r7~ if the functions f, , gl and g2 are continuous,  g2(s) for

s E (a, b) and t E (a, b), then

if the functions f, gl and g2 are continuous and

Proof. - Relations (rl )-(r2 ) are obvious, relation (r3 ) follows from the
equality

and relation (r4) follows from (rl)-(r3). Let d(h) = f (s~, hn > 0
for n E IN and hn ~ 0 as n ~ +00. For any n E IN there exists (0 , ]
such that f (sn~ > n-~1. Consequently,



which implies relation (r5). Let  -E-oo,  and

E > 0. There exists 6 > 0 such that for t E (s, s + b the inequality

is valid. Passing to the limit as t --~ s, t > s, and then E --~ 0, relation (r6)
is obtained. Let the functions ,f gl and g2 be continuous, gl (s)  g2 (s~ for
s E (a, b~ and t ~ (a, b). Set

For y(t + h) > y(t) the following inequality holds

For ~() > max {/(~i(~)) , /(~2~))} there exists ho > 0 such that y(t+.h) =
y( t) for h e (0 ho]. . Consequently, for given t and sufficiently small values
of h the inequality

is valid, whence by means of relations (r3 } and {r5 ~ there follows relation
{r7~. Let

where the functions f, gl and g2 are continuous. There exists a differentiable
function Gi defined for t E (a, b~ so that dGl (t)/dt = gl (t). The function
Fl = f - G1 satisfies for t E (a, b) the inequality

in view of relation (ri). From Corollary 2.4 of [16, Appendix I], it
follows that the Dini derivatives D+Fl (t), (t) and I3_ Fl (t) are also
nonnegative for t E (a, b) . Hence D+ f (t > gl (t) since

The remaining inequalities in relation (rs) are proved in the same 



In order to construct the Lyapunov functional needed in the proof of
Theorem 2 (see section 4), we shall use Lemma 5 of [18] and a particular case
of Theorem 3.1 in [17] given below as Lemma 5 and Lemma 6 accordingly.

LEMMA 5. - Let D(r) be a real n x n matrix whose coefficients are

smooth functions of Suppose that there exist positive constants ,Q
and q such that for any rEI the characteristic roots i = 1, 2, ... , n

of D(r) satisfy the condition  -,Q and, moreover, q,

q.

Then there exists a continuous function W (r, ~) : I x ~ IR1 possessing
partial derivatives with respect to all arguments and satisfying the conditions

and a2, b2 are positive constants depending only on ,d and q. . Moreover, its

partial derivatives ~W/~~i (r, ~), i = 1, 2, ... , n, are linear with respect to

r~ E .

LEMMA 6. - Let E be an admissible space with fading memory,

and let the null solution of ~1~ be exponentially stable in E.

Then there ezists a continuous real-valued functional V(t, cp~ defined on
I x E, which satisfies the following conditions:

for cp, ~ E E, where L1, , L2 and q are positive constants, and



We shall note that the conditions of Theorem 2 are natural. The

importance of conditions (A2) and (A4) is seen in the case g(t) = t from
the examples E1 , E2 and E4 in [7]. . Moreover, in conditions (A2) and (A3)
the requirement g(t~ --~ +00 as t --~ +00 cannot be omitted as seen from

the following example.

Example 1. . - Let the function g be Lipschitz continuous and g(t)  t

for t > 1. Consider the system

for  = 0 , 1], t ~ I = (1, with initial conditions u E I, X03C3 - 03C6 E

.E = Y(u) = y0 E IR, where 03B3 > 0 and

The space Cq provided with the norm ~~ = is admissible

and with fading memory. The initial value problem for system (8) satisfies
all assumptions of Theorem 1 except for the condition g(t) --~ +00. Suppose
that g(t)  Q = const for Then the null solution of (8) is not

asymptotically stable since for 03B4 > 0, r > Q, - b, yo = the initial

value problem (8), ~~ = ~p, = yo has a solution ( ~, Y) given by
X(t) = 5 t), Y(t) _ ~ub for t > r.

We shall illustrate Theorem 2 by two further examples.

Example 2. Let g(t) = t/2 and consider system (8). It satisfies

all conditions of Theorem 2, hence its null solution is equiasymptotically
stable for sufficiently small ~. We shall prove that it is not uniformly
asymptotically stable 0. Suppose that this is not true. Then there
exist positive numbers b, ~ and a function T( E) defined for E > 0 so that for
( ~ Sp ~ ~ + (  b, t > a~ + fi(E), ~ E I the following inequalities are valid

where (X, Y) is a solution of the respective initial value problem for system
(8). Set E = ~.cb/2, ~ = 1 + T(E), _ ~/2 for s  0, yo = ~~/Z.



A straightforward verification shows that the functions X, Y defined by
the equalities

are a solution of the initial value problem (8), X~ _ ~p, == 2/0? for

t ~ 2r. But the equalities 2o- - 1 = r + and y(2r - 1) _ ~c~~2 = E
contradict inequalities (9). Hence the null solution of system (8) for

= t~2 is equiasymptotically stable for sufficiently small ~ > 0 but

it is not uniformly asymptotically stable.

Example 3. 2014 Consider for t > 1 the system

where the two equations are scalar with constant coefficients,  > 0, h > 0,
d  0, (a + 2)d - (c + 3)6 > 0. We assume that E = > 0.

The corresponding degenerate system has the form

By the well known method of Razumikhin it is proved that for (a - a)d -

b(c - ’c‘) > 0 the null solution of (11) is uniformly asymptotically stable in
R, i.e. condition (A5) of Theorem 2 is satisfied. By means of Lemma 4,
it is immediately verified that the remaining conditions of Theorem 2 are
also satisfied. Hence, for (a - a)d > b(c - c~ and for sufficiently small values
of  > 0 the null solution of (10) is equiasymptotically stable, while in the
case when p = q = 0 it is uniformly asymptotically stable. We note that

by Theorem 3.1 in [19] the same result is valid if we replace the condition

(a - a)d > b(c - ?) by the weaker requirement that at least one of the
inequalities

h(ad - bc) > d or + exp ~h(a -  0

hold.



4. Proof of theorem 2

From conditions and (A4) it follows that the functional 

B1B-12H2](t,03C6,0) is continuous for (t, 03C6) E I x E and Lipschitz continuous
in ~p. Since E is an admissible space with fading memory, from condition
(A5) and Theorem 6.1 in [6] it follows that the null solution of the degenerate
system (7) is uniformly asymptotically stable in E. Then it is exponentially
stable in E since the functional [HH - B1B21 H2~ (t, Sp, 0~ is homogeneous in
~p. (It suffices in the proof of Theorem 3.2 in [17] to replace the expression
" linear operator 

" by " homogeneous operator ".~ In view of Lemma

6, there exists a continuous functional V (t, ~p) such that the functional
V(t, ~p~ = ~Y(t, ~p~~ 

2 
satisfies the inequalities

where a1 and b1 are positive constants.

From conditions (A1~, (A4) and from Lemma 5, it follows that there

exists W E x IRn) such that

where a2, b2 are positive constants depending only on M2 and ,Q, Wt =

~W/~tW~ = col(~W/~~1, ..., ~W/~~n) and (., .) is the scalar product in
Moreover, the partial derivatives ~W/~~i are linear in ~ E 

From conditions (Al), (A2) and (A4), it follows that there exists con-

stants E (0, and b3 such that for (t, E I x ~ 0 , ], p E 
r~ E IRn the following inequalities are valid



Then the functional U = U (t cp, r~~ = V(t, ~p ) + W (t, r~~ satisfies for

(t, E I x E x IRn the inequality

There exists a function d defined for s E I so that g(t) > s for t > d ( s ) .
Let  E (0, 1), (03C3,03C6,y0) E I x E x IRn. Let (X, Y) be a solution of the
initial value problem (3), Xy = ~p, Y(u) = yo. Set zo = d(u),

From Theorem 1, it follows that for t ~ [03C3, z1] the following inequality
holds

... , .. ~ I _ ,.... , ,~ ,_ _,

where Ci = Q(zl, a~, ~u~. For t > zl we shall estimate from above the

quantities by means of the functional U and Lemmas 1 and 3.
Introduce the functions ~ and v defined for t > zQ by the equalities


